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Studies have shown that deep neural networks (DNNs) are vulnerable to adversarial examples (AEs) that induce in-
correct behaviors. To defend these AEs, various detection techniques have been developed. However, most of them 
only appear to be effective against specific AEs and cannot generalize well to different AEs. We propose a new detec-
tion method against AEs based on the maximum channel of saliency maps (MCSM). The proposed method can alter 
the structure of adversarial perturbations and preserve the statistical properties of images at the same time. We conduct 
a complete evaluation on AEs generated by 6 prominent adversarial attacks on the ImageNet large scale visual recog-
nition challenge (ILSVRC) 2012 validation sets. The experimental results show that our method performs well on de-
tecting various AEs.   
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Although deep learning can solve large-scale complex 
problems very well, the security threats imposed by ad-
versarial examples (AEs) are increasing[1]. SZEGEDY et 
al[2] found that deep neural networks (DNNs) can mis-
classify the images with high confidence, by adding cer-
tain hardly perceptible perturbations into the input sam-
ples[3]. 

Many defense strategies are proposed to defend 
against adversarial-example attacks[4]. SERBAN et al[5] 
divided them into ‘Guards’ and ‘defenses by design’ 
based on their places in the processing pipeline. The for-
mer does not interact with protected networks and con-
structs detectors around them. The latter directly modi-
fies DNNs or training data to improve the robustness of 
models. The change of model architecture may inevita-
bly lose accuracy or reduce generalization. And the 
change of training data may lose the information. 
Therefore, more and more researchers adopt the ‘Guards’ 
against AEs. 

‘Guards’ are mainly divided into two categories. One 
is to utilize the statistical differences between AEs. 
GROSSE et al[6] applied a model-agnostic statistical test 
to evaluate the hypothesis that AEs are outside of the 
training distribution. Recently, KHERCHOUCHE et al[7] 

determined if the inputs are AEs or not through the natu-
ral scene statistics (NSS). Under the assumption that 
statistics of natural images are different from those of 
manipulated images, they built a binary classifier that 

takes as input features parameters of the generalized 
Gaussian distribution (GGD) and asymmetric general-
ized Gaussian distribution (AGGD). In contrast to other 
detection methods based on the statistical properties of 
inputs, NSS methods can achieve a higher detection rate. 
The other is to perform some transformations on inputs 
to restrict the space of AEs. Lots of researches focus on 
detecting AEs using the prediction inconsistency of the 
protected models[8]. XU et al[9] reduced the color depth of 
each pixel to squeeze features of images, and then 
adopted the prediction inconsistency strategy to detect 
AEs. Specifically, those inputs with great disagreement 
among the predictions of models can be detected as AEs. 

However, the aforementioned defense methods only 
perform well in some limited situations. For ease of ex-
position, we start by classifying AEs into two categories 
based on the perturbation amount and the perturbation 
distribution. Some AEs are generated by adding large 
perturbations into original samples, which uniformly 
distribute on the whole image. We call them uni-
form-perturbation AEs (UAEs). The second class of AEs 
are crafted via introducing small perturbations into 
original samples, which often concentrate in some pixels 
of the image with great amounts relative to other pixels. 
Such AEs are known as the non-uniform perturbations 
AEs (N-UAEs). 

Due to the large amount of perturbations in UAEs, it 
brings greater statistical differences. Therefore, these 
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detection models based on the statistical differences of-
ten can obtain better detection effects on UAEs. Com-
pared with it, N-UAEs are more limited by the space of 
AEs. Therefore, the detection techniques based on trans-
formations on inputs to restrict the space of AEs can 
usually only detect N-UAEs effectively. 

Most of existing algorithms only dedicate to achieving 
the highest detection rate of one certain type of AEs 
while failing to take the detection rate of the overall ones 
into account. However, in reality, it is more important to 
trade off the defensive effects on various AEs and to 
make the defense system have better defense effects on 
all kinds of AEs[10]. 

In this paper, we propose an AE detection method 
based on the maximum channel of saliency maps 
(MCSM). This method compresses the space of AEs and 
preserves the statistical properties of images to some 
extent. In order to assess the performance of the pro-
posed method, we adopt 6 kinds of adversarial attacks on 
ImageNet large scale visual recognition challenge 
(ILSVRC) 2012 to generate the AEs. The experimental 
results show that the proposed method can achieve 
well-balanced high detection rates on both the two types 
of AEs. 

The saliency map is built using gradients of the output 
over the input. It is a visualization technique to measure 
the importance of each pixel of the image on the 
model[11].  

In order to simulate human visual perception and 
strengthen the longitudinal connection of each pixel, we 
map the three channels of the saliency map into a single 
channel for each pixel using the maximum mapping. We 
find that the difference between the maximum channel 
saliency maps of the original images and the AEs is 
much larger than the difference between the original im-
ages and the AEs. In order to compare differences, we 
first extract the maximum channel difference between 
the original images and the AEs. The extraction proce-
dure is shown in Fig.1. 

 

 
 

Fig.1 Maximum channel of perturbations and saliency 
map difference extraction 
 

The perturbations can be calculated with the absolute 
values of differences between the original images and the 
AEs. The maximum values of the perturbation channels 

can be calculated by the maximum value of the three 
channels at the same point in the perturbation images. 

The differences in saliency maps can be defined as the 
differences in the corresponding the maximum channels 
of the saliency maps in original samples and in AEs. 
Fig.2 compares the maximum channel differences in 
perturbations (MDP) with the maximum differences in 
saliency maps (MDS) using various adversarial algo-
rithms. 

 

 

Fig.2 Comparison between MDPs and MDSs (The AEs 
are generated by Carlini & Wagner 2 (CW2)[12], Deep-
Fool[13], basic iterative method (BIM)[14] and fast gra-
dient sign method (FGSM)[15] sequentially from top to 
bottom): (a) Original images; (b) AEs; (c) Differences 
between original images and AEs; (d) MCSM in the 
original images; (e) MCSM in the AEs; (f) MDP be-
tween the original images and AEs; (g) MDS between 
the original images and AEs 

 
We generate AEs with four different algorithms on the 

same 100 images. Then we calculate the mean and vari-
ance of their perturbations. Besides, the mean and vari-
ance of the saliency maps are also calculated. The statis-
tical results are shown in Fig.3 and Fig.4. In Fig.3, given 
the fact that there's a large statistical difference in dis-
tinct algorithms, we normalized each set of data for ease 
of comparison. 

 

 

Fig.3 Comparison of average value between MDSs 
and MDPs 
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Fig.4 Comparison of variance value between MDSs 
and MDPs  

 
The results suggest that, except for FGSM with too 

large single step size to introduce excessive perturbations 
 

 

and even distort images, the average differences of the 
MCSM are much greater than those of the maximum 
channel of perturbations, and even the variance may vary 
by an order of magnitude. The results demonstrate that 
the saliency maps can magnify the added perturbations 
and capture the changes in images easily. Hence, the 
detection effects of the binary-class detector networks on 
saliency maps should be better than that of detecting the 
images themselves directly.  

Therefore, we propose a new detection method using 
the MCSM. The architecture of the defense system is 
shown in Fig.5. 

We divide the protected system into preprocessing and 
image classification. Preprocessed images first enter the 
MCSM system. After that, the images labeled as 'Nor-
mal’ are passed into the classification model. 
  The images entering the detection system have been 
preprocessed and unified. And we back-propagate each 
pixel of the image to get the saliency map of the whole 
image.

 
Fig.5 MCSM-based defense system 

 
  Suppose that the whole complex classifier f(·) can be 
approximated by applying a linear function in the 
neighbor of xn using a first-order Taylor expansion 
f(x)≈ωT+b, where ω=∂y/∂x is the saliency map we need 
to compute. The larger value of ω means that the pixel 
has a greater impact on the result of the classifier. 
  The shape of the saliency map is also (3, H, W) for a 
three-channel RGB image. Then we perform the abso-
lute-maximum mapping on the three channels of the sa-
liency map, and keep the maximum absolute values in 3 
channels. We can get the maximum channel of the sali-

ency map (MCS) shaped like (H, W), which can be for-
mulated as  

   , max , , .HW HW HW HW HWMCS x x R G B        (1)  

We find that the MCSM algorithm is not suitable for 
complex models in experiments. It works poorly both on 
the modified Resnet50 and InceptionV3. This may be due 
to few features or insufficient data available. Therefore, 
we use a combination of multiple convolutional neural 
blocks to construct a light weight detection model. Each 
convolutional neural block contains a 5×5 convolutional 
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kernel which uses the same padding, a rectified linear 
unit (ReLU) activation function, and a Max-Pooling 
layer with a kernel size of 2. After multiple convolu-
tional blocks, we use a fully connected layer to classify 
data at the end. The samples that output from the defense 
system can be divided into two classes: ‘Normal’ and 
‘Adversarial’. If the samples belong to ‘Normal’, the 
defense system would pass them to the protected net-
work to make predictions. If the samples belong to the 
‘Adversarial’, the defense system would reject their re-
quests. 
  Specifically, the pre-trained visual geometry group 16 
(VGG16) architecture has been used as our protected 
network in this experiment. This network produces 74% 
accuracy in precision top-1 and 92.7% in top-5 on 
ILSVRC 2012. The reason why we choose VGG16 is 
that existing research has demonstrated that the AEs 
generated by the VGG16 network are more transferable. 
This means that choosing VGG16 as the protected model 
would make our model more universal. Besides, the rea-
son why we use the pre-trained network is that it would 
hugely reduce the cost of training. Additionally, it has 
better estimates of the parameters and stronger authority. 
  We use the ILSVRC 2012 validation set (50 000 im-
ages) as our dataset. By taking 5 000 images as a group, 
we adopt different algorithms to generate AEs, 3 UAEs 
algorithms and 3 N-UAEs algorithms.  

As for the UAEs, the FGSM, proposed by GOODFE- 
LLOW et al[14], generates the AEs by adding a small 
perturbation ε proportionally to the input images along 
the gradient direction   sign , ,x J x y . Subsequently, 
a variant of the FGSM is referred to as the BIM. It is the 
iterative version of the FGSM attack with smaller ε. 

In terms of the N-UAEs, CW is superior to other 
white-box algorithms. This algorithm adopts some 
transformations to map the AEs into an infinite interval, 
which converts the constrained optimization into an un-
constrained one. In addition, similar to FGSM, DeepFool 
is also a gradient-based algorithm. It employs the vertical 
approximation method to estimate the distance from the 
sample to the classification boundary. However, unlike 
FGSM, the perturbations generated by DeepFool are 
extremely small.  

In this experiment, we select two sets of AEs gener-
ated by the FGSM with step size εFGSM=0.01/0.001 and 
the BIM with step size εBIM=0.005 to compose our UAEs 
dataset. And the AEs, included in the N-UAEs dataset, 
are generated by CW2, CW∞ and DeepFool. 

We use the 2, 4 and 6 convolutional blocks to conduct 
the experiment respectively. And we found the optimal 
hyperparameters by this way. The results of the experi-
ment are shown in Tab.1. MCSM-2, MCSM-4 and 
MCSM-6 mean the MCSM with 2, 4 and 6 convolutional 
neural blocks, respectively. The number after FGSM and 
BIM means the step size we used in the corresponding 

two attacks. 
 
Tab.1 Comparison with multiple MCSMs using con-
volutional neural blocks 

Method 
FGSM 
0001 

BIM 
0005 

FGSM 
001 

CW2 CW∞ 
Deep- 
Fool 

Average 
 scores 

MCSM-2 0.908 0.866 0.891 0.917 0.936 0.958   0.913 

MCSM-4 0.912 0.884 0.915 0.619 0.602 0.950   0.814 

MCSM-6 0.926 0.901 0.923 0.541 0.556 0.941   0.798 

 

Tab.1 summarizes the prediction performance of dif-
ferent numbers of convolutional neural blocks. In terms 
of the number of convolutional neural blocks, the detec-
tion ability of the model against UAEs has slightly im-
proved with the increase of DNN models, while the de-
tection ability against N-UAEs decreased a lot. In terms 
of the average scores, we recommend using the neural 
networks with fewer blocks. 

We reimplement three representative detection algo-
rithms against AEs for comparison. The results are 
shown in Tab.2, where AEs generated by FGSM and 
BIM are UAEs, while AEs generated by CW and Deep-
Fool are N-UAEs. 

 
Tab.2 Comparison between MCSM and existing 
methods 

Method 
FGSM 
0001 

BIM 
0005 

FGSM 
001 

CW2 CW∞ 
Deep- 
Fool 

Average 
scores 

Gauss[16] 0.420 0.379 0.362 0.519 0.629 0.582 0.482 

NSS[7] 0.912 0.953 0.974 0.803 0.812 0.847 0.884 

FS[9] 0.603 0.694 0.558 0.925 0.959 0.865 0.767 

MCSM-2 0.913 0.866 0.891 0.917 0.936 0.958 0.913 

 
Among the three groups of control experiments we 

conducted, the Gaussian perturbation method is a rela-
tively traditional defense, which works by adding some 
Gaussian perturbations randomly to the AEs. However, 
this algorithm may not perform very well under various 
situations due to its randomness. Since the NSS detection 
relies on statistical properties of images, the detector is 
more effective for UAEs than N-UAEs. Feature squeez-
ing (FS) squeezes inputs by reducing the color bit depth 
and spatial smoothing. It has better detection perform-
ance on the AEs generated by CW2 and CW∞, but it per-
forms relatively poorly on the UAEs.   

Although our method outperforms than the state- 
of-the-art methods only on the AEs generated by the 
DeepFool and the small-step FGSM, it can achieve rela-
tively balanced effect on both UAEs and N-UAEs. In 
principle, the saliency map extraction and the maximum 
channel mapping in the MCSM breaks the perturbation 
amount and its structure. They also preserve the statistical 
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properties of original samples to some extent. Therefore, 
they retain the advantages of the NSS and FS. Further-
more, based on the high average and small variance in 
Tab.2, the MCSM has stronger universality and more 
stable detection rate than any other algorithm. 

In addition, like the Gaussian random perturbation 
method and FS, many other detection methods are con-
strained by the prediction accuracy of the protected 
model itself. That is only when the protected model itself 
can correctly predict the original images that these 
methods have a higher detection rate of AEs. However, 
our method is not affected by the prediction accuracy of 
the protected model. In fact, among the 200 AEs we 
randomly select that are misclassified by the detector 
network, the samples whose original images could not be 
correctly classified by the protected network account for 
about 53.5%. It demonstrates that our method is not af-
fected by the accuracy of the protected network. 

To verify the effectiveness of the MCSM, we conduct 
a two-step ablation experiment. First, we remove the 
maximum mapping in the MCSM. We call this method 
CSM. Second, we also remove the calculation of sali-
ency maps in the CSM. We call this method CM. The 
results are shown in Tab.3. 
 

Tab.3 Ablation experiment of MCSM 

Method 
FGSM 
0001 

BIM 
0005 

FGSM 
001 

CW2 CW∞ 
Deep- 
Fool 

Average 
scores 

CM 0.609 0.912 0.930 0.520 0.542 0.525 0.673 

CSM 0.861 0.888 0.910 0.802 0.812 0.835 0.851 

MCSM-2 0.913 0.866 0.891 0.917 0.936 0.958 0.913 

 
Results in Tab.3 show that only when the perturbation 

amount is relatively large, the CSM method has a rela-
tively small improvement in detection rate compared 
with the CM method. 

Furthermore, the advantages of MCSM become more 
obvious and the detection rate on UAEs has been in-
creased even more. In comparison, The MCSM algo-
rithm achieves a higher detection rate on the entire data 
set. This verifies the effectiveness of our methods fur-
ther. 

In summary, we propose a novel approach to detect 
the AEs using the MCSM. This method has a high detec-
tion rate both for UAEs and N-UAEs. Furthermore, it 
wouldn’t affect the accuracy of the protected model. Ad-
ditionally, whether more complex models, much larger 
datasets or more comprehensive combinations of sali-
ency maps could further increase the accuracy of the 
model? How to preserve the statistical properties of sam-
ples when faced with the problem of the example per-
turbations dilution? And how to get more clear decision 
boundaries to make the detection model more targeted 
according to the protected network? These important 

questions open some promising research paths that are 
worth studying. 
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