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Aiming at the noise disturbance of unwrapping phases of control points in the camera-projector calibration system, a 
random sample consensus (RANSAC) based plane fitting method is proposed to filter the phase noise in this paper. 
Different from the classical least squares method using all data, the points with noise will not be used to fit the plane in 
the proposed RANSAC method, which improves the accuracy of plane fitting. The proposed method suits for any 
two-dimensional (2D) calibration patterns, such as checkerboard or black dots with white background, which improves 
the flexibility of camera-projector system calibration. 
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As the important tool, three-dimensional (3D) imaging 
technology is one of the hot researches in the fields of 
calculation imaging and geometric measurement[1-3]. 
With the advantages of non-contact, quick and high ac-
curacy, optics based 3D technology is popular in the 
fields of daily consumption and industrial detection[4,5]. 
Among them, the fringe projection profilometry (FPP) 
system with single camera and projector is used widely 
in industrial inspection, benefitting from the simple 
structure, quick imaging and so on[6-8]. The main princi-
ple is that the standard fringe patterns from projector are 
modulated as the deformed fringe patterns by the meas-
ured surface, and they are acquired by camera. Phase 
recovery algorithm is performed to obtain the phase map. 
Combining with the system parameters, the surface pro-
files are reconstructed. Therefore, the system calibration 
is the key part for 3D reconstruction[9]. In the FPP system, 
calibration can be divided into model based, polynomial 
based and least square based ones[10]. ZHANG et al[11] 
calibrated simply and quickly the FPP system using the 
relationship between the unwrapping phases (UPs) and 
camera coordinate. The pixel coordinates and UPs of 
control points with high accuracy are needed in this 
model. The sub pixel coordinates are got based on the 
control points extraction method, and the neighborhood 
UPs interpolation algorithm is performed to get the fine 
UPs of control points. Although the accuracy of UPs is 
improved based on the multi-frequency heterodyne 
method in theory[12], the UPs of control points suffered 

from the neighborhood phase noise easily[13]. To ensure 
the UPs accuracy of neighborhood points, the specific 
calibrators such as white circular dots with black back-
ground or circular rings with white background are usu-
ally used in the system calibration, while the common 
calibrators such as checkerboard or black dots with white 
background are not accepted, which limits the applica-
tion and universality of system calibration.    

In this paper, a flexible system calibration method for 
the camera-projector system is proposed, which suits for 
any two-dimensional (2D) calibration patterns including 
checkerboard. In the proposed method, the random sam-
ple consensus (RANSAC) based plane fitting is used to 
constrain the coplanarity of UPs of control points and the 
UPs with noise are filtered effectively.  
  The camera-projector calibration system model is 
shown in Fig.1, including camera coordinates, pixel co-
ordinates and UPs, and the mapping relation of point P is 
established. According to the similarity between triangles, 
∆OP′P″≅∆OD′D″, ∆DP′P≅∆ DOOp, we have 
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If the world coordinate of point P is (Xw, Yw, Zw), then 
OP″=Xw, PP′=Zw. Commanding OOp=l. 
 

 
Fig.1 System calibration principle 

   
Combining the fringe projection, we have 
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where λ0 is the fringe period, and θ and θ0 are the UPs 
and reference phases, respectively. Combining Eqs.(2) 
and (3), the relation between the world coordinate and 
unwrapping phase of point P is 
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Then, the relation between the camera coordinate and UP 
of point P is 
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where a1, a2, …a8 are system parameters, and (Xc, Yc, Zc) 
is the camera coordinate of point P. The relationship be-
tween the pixel and camera coordinates is[14] 
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where (u, v) is the pixel coordinate after the distortion 
correction, (u0, v0) is the principal point, and M is the 
internal parameter matrix. The fx and fy are the focal 
lengths. According to Eqs.(5) and (6), (Xc, Yc, Zc) of point 
P can be calculated using the pixel coordinate and un-
wrapping phase after the system calibration. The flow 
chart of system calibration is presented in Fig.2. 

The images of calibrator and responding fringe projec-
tion at different positions are acquired. The camera cali-
bration is performed to get the M and RT, and control 
point (Xc, Yc, Zc) is calculated according the world coor-
dinate. The wrapping phases are calculated based on the 
least squares method[15] 
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where Ii and δi are the intensity distribution and phase 
shift at the ith fringe pattern. The three frequencies het-
erodyne method is used to get the UPs, and interpolation 
algorithm is used to get UPs of control points. Singular 
value decomposition (SVD) is performed to get the sys-
tem parameters (a1, a2…a8). So the high accuracy of 
pixel coordinates and UPs of the control points is impor-
tant to the system calibration. 

 

 
Fig.2 Flow chart of system calibration 

   
  The control points on the calibrators are coplanar, so 
the UPs of control points are also constrained by the 
coplanarity in theory. To avoid the system calibration 
result sufferring from the phase noise, the coplanarity 
constrain of UPs is used to filter the UPs noise of control 
points. The methods of plane fitting include least squares 
based method and the RANSAC based method. 
  The least squares based plane fitting method takes all 
data (xi, yi, zi) (i=1, 2…N) to fit the plane. The fitting 
condition is the minimum sum of squares of distances 
from all points to the fitting plane, shown as 
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where a, b, c are the coefficients of fitting plane. They 
will be calculated using the least squares algorithm as 
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In this method, all points are used to fit the plane, in-
cluding the points with noise. The fitting result will be 
suffered from the noise. 
  Using the iteration algorithm, RANSAC estimates the 
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model parameters from a group of data including both 
the correct and abnormal data. The correct data is labeled 
as inliers and the abnormal data is labeled as outliers. 
The features of the algorithm are randomness and hy-
pothesis. The sample data is selected randomly according 
to the probability of the occurrence of correct data. The 
hypothesis is to assume that the selected sample data are 
all correct, and then using them to record the number of 
other points as inliers. Under the same criterion, the 
model parameters with the most inliers are the results we 
need. Compared with the least square method, the out-
liers are not used to calculate the model parameters in the 
RANSAC method, which can get a higher precision re-
sult. The flow of RANSAC based plane fitting is shown 
in Fig.3. 
 

 

Fig.3 Flow of the RANSAC based plane fitting 
 

The main steps are as follows. 
(1) Sample three points randomly from the fitting data 

to fit a plane.  
(2) Calculate the distances of all fitting data to the fit-

ting plane. 
(3) Record the number of inliers according the dis-

tance threshold.  
(4) Repeat the steps (1)—(3), until the iteration is end. 

Then the fitting plane that has the most inliers is the re-
quired plane.  

In the UP map of calibrator, the majority points are 
coplanar. So the real plane including the control points 
will be found using the RANSAC based plane fitting, as 
long as the iteration is enough.  
  According to the pixel coordinates and the real UP 
map, the phases of control points are got based on the 
interpolation method. The distance of UP point (xi, yi, zi) 
to the fitting plane can be denoted as 

  2( ) ,i i i id ax by c z                         (10) 

where A=[a b c] is the coefficient matrix. If the distance 
threshold is dT, the estimation criteria of inliers is 
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To verify the efficiency and feasibility, a cam-
era-projector system was set up, and the system calibra-
tion was performed using the checkerboard. The parts 
of parameters of camera and projector are presented in 
Tab.1. The images of checkerboard and fringe pattern 
are captured at different positions. Camera calibration 
was performed to get the pixel coordinates of control 
points, internal parameter matrix M and external pa-
rameter matrix RT. The four step phase shift and three 
frequencies heterodyne method are used to get the un-
wrapping phase. The three frequencies are [70 64 59]. 
Then the Ups of control points were got by the interpo-
lation algorithm.  

Tab.1 Parameters of camera and projector 

 Company Context 
Camera MV 1 200 pixel×1 600 pixel 

Projector TI Dlp4500 
 

The diagrams of fringe pattern and UP map are shown 
in Fig.4. There are many points with noise in the UP map. 
The sine property of fringe pattern is bad in the black 
areas of the checkerboard.   

 

 
(a) 

 
(b) 

Fig.4 Diagrams of (a) fringe pattern and (b) unwrap-
ping phase
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To verify the necessary of noise filtering, the UPs of 
control points are extracted directly, and the coplanarity 
is analyzed using the least squares and RANSAC meth-
ods respectively. As shown in Fig.5, the distance thresh-
old dT is 0.5 rad. The inliers and outliers are denoted by 
“×” and “O” respectively. As shown in Fig.5(a), the least 
squares based plane fitting method suffers from the UP 
with noise and many phases of control points are classi-
fied as outliers. While the RANSAC based plane fitting 
method is not sensitive to the UP with noise, and the 
many phases of control points are classified as inliers. 
The comparison experiment shows the proposed UP 
noise filtering method is efficient. 

 

 
                        

Fig.5 Unwrapping phase maps comparison using (a) 
least squares method and (b) RANSAC method 
 

In order to prove the necessity of de-noise for phase, 
two group of data sets were used to calculate the calibra-
tion parameters in the experiment. Group A does not take 
the phase noise into condition, and extracts the UPs of 
control points directly. Group B uses the proposed 
RANSAC based plane fitting to filter the UPs of control 
points with noise. The system parameters can be calcu-
lated by Eq.(5), and the results are shown in Tab.2.  

 
Tab.2 Calibration parameters 

 a1 
(×10-1) 

a2 
(×10-4) 

a3 
(×10-3) 

a4 a5 
(×10-6) 

a6 
(×10-6) 

a7 
(×10-5) 

a8 
(×10-4) 

A* −1.21 −7.20 −3.00 −1.00 −1.92 −1.63 −1.02 3.47 
B* −1.31 −8.50 −3.40 −1.00 −1.19 −1.82 −1.15 5.44 

*A and B are the calibration results with denoising and without denoising, respectively. 
 
To verify the accuracy of the calculated system pa-

rameters, the corners information (u, v, θ) of seven 
checkerboard patterns at different positions were used to 
back calculate their camera coordinates. The real distance 
of adjacent corners is 5 mm. One of the distance map 
comparison is shown in Fig.6, and the results with and 
without the noise filtering are presented by “×” and “O” 
respectively. Obviously, the proposed method with phase 
noise filtering can get a better result. Their root mean 
square errors (RMSE) comparison is shown in Tab.3. A 
and B are the results without and with UP noise filtering 
to the control points respectively. With UP noise filtering, 
the data fluctuation is improved, which agrees with the 
theory analysis, and indicates the UP noise filtering to the 
control points is necessary.  

In this paper, an RANSAC based UP of control points  
noise filtering method is proposed in the cam-
era-projector system calibration. The UP noise of control 
points is filtered efficiently, and system calibration result 
is improved. The proposed method suits for any 2D cali-
bration patterns, such as checkerboard, black dots with 
white background, which improves the flexibility of the 

system calibration. 
 

 

Fig.6 Adjacent corners distance comparison 
 

Tab.3 Distance RMSE comparison 

Patterns  1 2 3 4 5 6 7 

A 
B 

8.4 
23.3 

5.7 
16.4 

4.3 
17.2 

12.8 
36.4 

11.6 
27.0 

15.7 
37.8 

23 
59 
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When the phase noise is large, the advantage of 
proposed method is obvious compared with the least 
squares method. Because of the randomness and 
hypothesis in the RANSAC method, the proposed 
method needs enough iteration, which is time consuming 
compared with the least square method. In the proposed 
method, adaptively getting the distance threshold is 
important, which is our next interesting work.   
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