
OPTOELECTRONICS LETTERS                                                      Vol.19 No.2, 15 February 2023 

 

Research on modeling method of continuous spectrum 
water quality online detection based on random forest* 
 

LI Wen, HAO Sijia**, ZHOU Hao, and LIU Ying  
Institute of Mechanical and Electrical Engineering, North China University of Technology, Beijing 100144, China1 
 
(Received 18 July 2022; Revised 23 September 2022) 
©Tianjin University of Technology 2023 
 
It's common to use the method of continuous spectroscopy in water quality testing. But there're some problems with it. 
For example, the scanning results have a large number of nonlinear signals, and the covariance between variables is se-
rious, which can lead to a decrease in the model prediction accuracy. In this paper, the standard solutions of nitrate ni-
trogen (NO3-N) and nitrite nitrogen (NO2-N) were used as the subject to be tested, and the data of the scanned waves 
and absorbance were obtained by use of spectral detector. The data were processed by noise reduction first and then the 
random forest (RF) algorithm was adopted to establish the regression relationship between concentration and absorb-
ance. For comparison, partial least squares (PLS) and support vector machine (SVM) algorithm models were also es-
tablished. For the same given data, the three reverse models can make the projection of the concentration respectively. 
The experimental results show that the RF algorithm predicts NO2-N concentrations significantly better than the SVM 
algorithm and PLS algorithm. This proves that the RF algorithm has good prediction ability in spectral water quality 
detection because of its high model accuracy and better adaptability, which could be a reference for similar research on 
continuous spectral water quality online detection. 
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The water quality evaluation is mainly manifested in the 
comprehensive factors such as multi-chemical element 
pollution. At present, spectral analysis method has been 
widely studied and applied in the field of water quality 
detection[1]. However, the online detection of water qual-
ity has the following problems[2]. It cannot respond to 
changes in water quality in advance. The amount of raw 
spectral data of the scanned nonlinear signals is huge. 
The high correlation of data variables will lead to multi-
collinearity. Therefore, it is necessary to choose an ap-
propriate modeling method for prediction. At present, the 
commonly used methods for spectral modeling mainly 
include partial least squares (PLS), support vector ma-
chine (SVM) and random forest (RF). The model estab-
lished by the PLS[3,4] method is widely used and can 
solve the multicollinearity problem between independent 
variables well, but there is a large generalization error. 
The SVM algorithm needs to use the interactive verifica-
tion method to estimate the penalty factor C and the ker-
nel function parameter g. In order to ensure the correct-
ness of the data in the overall situation, the SVM algo-
rithm will add the data fault tolerance rate, which will 
increase the amount of calculation[5]. The RF[6] algorithm 
can identify complex nonlinear relationships between 
independent variables and response variables. The RF 

algorithm has strong analytical ability to nonlinear data, 
and is suitable for nonlinear signals scanned by spec-
trometers. The algorithm has a higher accuracy and per-
forms well in classification and regression. RF algo-
rithms have broad application prospects in the field of 
machine learning[7]. LI et al[8] proposed an early warning 
method for sudden water pollution incidents using an RF 
model. MOHAMMADI et al[9] investigated predictive 
modeling algorithms, namely RF, for classification of 
nanofluid solutions based on viscosity values in the 
presence of different concentrations of salinity, silica 
nanoparticles, and polyacrylamide solutions. BARAKA 
et al[10] tested groundwater and proposed that RF is the 
best model for predicting the pollution of groundwater 
fluoride in the study area.  

In this research, the band-absorbance data were de-
noised by spectral scanning of standard solutions of 
NO3-N and NO2-N with different concentrations. The re-
gression of concentration and absorbance for the parame-
ters to be measured is realized by applying RF modeling 
method. The model was used to predict the deviation of 
the concentration and absorbance of the parameters to be 
measured in the water samples from the actual values, 
which is the RF model for NO3-N and NO2-N (NO3-N-RF, 
NO2-N-RF). The accuracy of the RF algorithm in 
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estimating NO3-N and NO2-N concentrations was also 
tested by comparing the R2 and root-mean-square error 
(RMSE) of the three models with PLS and SVM models 
(NO3-N-PLS, NO2-N-PLS, NO3-N-SVM, NO2-N-SVM) 
with the same parameters. This model can not only solve 
the current problems of online water quality detection, 
but also has important significance to enhance the 
multi-dimensional and comprehensive understanding of 
water environment quality, and provide reference for 
continuous spectrum water quality detection research. 

RF is an integrated classifier based on decision tree 
algorithm, which improves prediction accuracy and pre-
dicts samples by random feature selection[11], and it has 
been described as a method representing the state of the 
art in integrated learning[12]. The RF algorithm becomes 
more robust and more accurate as the number of decision 
trees increases in model learning with sample variables. 
The RF algorithm is less prone to overfitting, can highly 
explain the importance of each feature, and can guarantee 
the accuracy of the data even if it is partially missing. 
The RF algorithm is more capable of resolving nonlinear 
data[13], and in water quality detection the signal scanned 
by the spectrometer is nonlinear, the amount of raw 
spectral data is cumbersome, and there are multiple co-
variance problems between variables, and for the spec-
trally sensitive band of the measured solution, the spec-
tral redundancy at the absorption peak can be reduced to 
improve the model accuracy . 

The specific forecasting process can be divided into 
the following four steps. 

Assume the number of cases in the training set is N. 
Then, sample of these N cases is taken at random but 
with replacement. 

If there are M input variables or features, a number 
mtry<M is specified such that at each node, m variables 
are selected at random out of the M. The best split on 
these m is used to split the node. The value of m is held 
constant while we grow the forest. 

Each tree is grown to the largest extent possible and 
there is no pruning. 

After completing the above three steps, the algorithm 
will finally get a decision tree and repeat K times to get 
Ntree decision trees (the number of trees Ntree is K). 

For the regression problem, the RF algorithm can pre-
dict the unknown parameters through these Ntree decision 
trees, take the average of the prediction results as the 
output[14], and the specific process is shown in Fig.1. 

The mtry and Ntree are two important parameters in the 
modeling process. mtry is the number of n variables ran-
domly selected from p variables in the construction of the 
decision tree as the number of branching nodes of the 
decision tree. The mtry parameters are set from 1 to n by 
traversal, n trials are performed and the error rate of each 
trial is output, and the value with the lowest error rate is 
selected as the optimal mtry value. 

Modeling is performed by the optimal number of va-
riables mtry and the correspondence between the model 

error rate and the number of decision trees is output, the 
value of the number of decision trees after the model 
error rate is stabilized is used as the Ntree value for con-
structing the RF regression model. The most appropriate 
number of decision trees Ntree and the number of features 
mtry in the regression model is chosen by the adaptive 
function in the “RF” package of the R language called. 

 

 

Fig.1 Flow chart of RF  
 
The instruments and equipment used in the experiment 

are pulse xenon light source, micro-spectrometer, optical 
fiber, quartz cuvette, volumetric flask, beaker, graduated 
cylinder, plastic tip dropper, single-channel adjustable 
volume pipette for research plus 0.1 μL to 2 μL and 
0.5 mL to 5 mL. 

The reagents used in the experiment are deionized wa-
ter with grade EW-I in “GB11446-1-2013 National 
Standard for Deionized Water”, NO3-N standard solution 
numbered “GSB-04-2837-2011” with concentration of 
c(NO3-N)=100 mg·L-1, and the NO2-N standard solution 
numbered “GSB-04-2840-2011” with concentration of 
c(NO2-N)=100 mg·L-1. The specific experimental proc-
ess is shown in Fig.2. 

 

Fig.2 Flow chart of experimental process 

The signal scanned by the spectrometer is a 
“non-linear non-stationary” signal. The analysis and 
noise reduction processing method of Hilbert-Huang 
transform (HHT)[15] is more accurate than the traditional  
signal noise reduction processing method, and HHT is  
adaptive and does not need to set a basis function, so  
HHT is selected as the data processing method. The 
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HHT method was used to perform spectral scanning 
noise reduction processing on standard solutions with 
different concentrations of NO3-N and NO2-N to provide 
data for model establishment.   

NO3-N is one of the three nitrogens (nitrate nitrogen, 
ammonia nitrogen, and total nitrogen) in water, which 
can reflect the pollution degree of water bodies and is an 
important indicator for judging eutrophication of water 
bodies[16,17]. The range of nitrate nitrogen was set to 
0—10 mg·L-1. Dissolve 0.2 mL, 1.0 mL, 2.0 mL, 
4.0 mL, 6.0 mL, 8.0 mL, 10.0 mL of nitrate nitrogen 
standard solution into a 100 mL volumetric flask, and 
add ultrapure water to dilute to the mark. It can be di-
luted to obtain the working point of nitrate nitrogen 
standard solution of 0.2 mg·L-1, 1.0 mg·L-1, 2.0 mg·L-1, 
4.0 mg·L-1, 6.0 mg·L-1, 8.0 mg·L-1, 10.0 mg·L-1. Taking 
deionized water as a reference, the spectra of NO3-N 
solutions with different concentrations were scanned, 
and the results after noise reduction are shown in Fig.3. 
It can be seen that in the wavelength range of 
200—300 nm, the trend of nitrate nitrogen spectral 
curves of solutions with different concentrations is simi-
lar. With the increase of solution concentration, the ab-
sorption peak gradually increases in the wavelength 
range of 200—210 nm. In the wavelength range of 
210—220 nm, a peak appears due to the highest absorp-
tion value of dissolved organic matter in the solution, 
and the final peak curve tends to be flat at 250 nm. 

 

Fig.3 Wavelength-absorption peak curves of NO3-N 
solutions 

NO2-N is an intermediate product of nitrogen-contain- 
ing organic matter in water becoming nitrate. If its con-
tent is too high, it means that there is still a risk of pollu-
tion[18]. The range of nitrite nitrogen was set to 
0—1 mg·L-1. Dissolve 0.2 mL, 0.4 mL, 0.6 mL, 0.8 mL, 
1.0 mL of nitrite nitrogen standard solution in a 100 mL 
volumetric flask, and add ultrapure water to dilute to the 
marked line. It can be diluted to obtain 0.2 mg·L-1, 
0.4 mg·L-1, 0.6 mg·L-1, 0.8 mg·L-1, 1.0 mg·L-1 of nitrite 
nitrogen standard solution working point. Taking deion-
ized water as a reference, the spectra of NO2-N solutions 
with different concentrations were scanned, and the re-

sults after noise reduction are shown in Fig.4. It can be 
seen that in the wavelength range of 200—300 nm, the 
trend of nitrate nitrogen spectral curves of solutions with 
different concentrations is similar. With the increase of 
solution concentration, the absorption peak gradually 
increases in the wavelength range of 200—210 nm. In 
the band around 210 nm, a peak appears due to the high-
est absorption value of dissolved organic matter in the 
solution, and the final peak curve tends to be flat at 
250 nm. 

 

Fig.4 Wavelength-absorption peak curves of NO2-N 
solutions 

The PLS and SVM models were selected for com-
parison, and the prediction accuracy of the RF model for 
the concentration-absorbance of nitrate nitrogen solution 
and nitrite nitrogen solution was tested. The accuracy of 
each model is obtained from the spectral scan, and after 
comparison, the advantages offered by RF modeling are 
judged and analyzed. 

PLS, SVM and RF were used to model the concentra-
tion-absorbance data of the bands corresponding to the 
two parameters, and the correlation coefficient R2 and 
the RMSE of the predicted values of each model were 
compared. The specific equations are as follows 
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where x is the raw data, x′ is the data after modeling, and 
n is the number of data. 
  NO3-N has a peak between 210—220 nm, which is 
modeled by PLS. Construct 6 groups of NO3-N standard 
solutions with different concentrations of 0—10 mg·L-1, 
take the absorbance value every 5 nm in 220—240 nm as 
the dependent variable, and the concentration value of the 
standard solution as the independent variable to establish 
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NO3-N-PLS algorithm model. The comparison between 
the predicted value and the actual value is shown in 
Fig.5. 
  Divide the 210—240 nm absorbance data of 20 groups 
of NO3-N solutions into 15 groups as training sets and 5 
groups as prediction sets, with penalty factor 
C=21.112 1, kernel function parameter g=0.027 204 7, 
and establish NO3-N-SVM algorithm model. The com-
parison between the predicted value and the actual value 
is shown in Fig.6. 
  Divide the 210—240 nm absorbance data of 20 groups 
of NO3-N solutions into 15 groups as training sets and 5 
groups of prediction sets, the number of decision trees is 
Ntree=500, the number of features is mtry=16, and the 
NO3-N-RF algorithm model is established. The com-
parison between the predicted value and the actual value 
is shown in Fig.7. 

 

Fig.5 Comparison between the predicted value and 
the actual value for the NO3-N-PLS model 

The correlation coefficient of NO3-N-PLS model is 
R2=0.982 1, and RMSE = 0.209 0. The fitted equation is 
shown as 
  

3NO 1 20.669 381 1.751 352 2.279 695y x x      

        3 4 54.774 685 10.750 379 33.481 249 ,x x x  (4) 
where x1, x2, x3, x4 and x5 are the absorbance at 220 nm, 
225 nm, 230 nm, 235 nm and 240 nm, respectively. In 
the NO3-N-SVM model, the correlation coefficient is 
R2=0.980 9, and RMSE=0.699 7. In the NO3-N-RF mod-
el, the correlation coefficient is R2=0.995 1, and 
RMSE=0.451 6. 

NO2-N has a peak near 210 nm, which is modeled by 
PLS. Construct 6 groups of NO2-N standard solutions 
with different concentrations of 0—10 mg·L-1, take the 
absorbance value every 5 nm in 205—225 nm as the de-
pendent variable, and the concentration value of the 
standard solution as the independent variable to establish 
NO2-N-PLS model. The comparison between the pre-
dicted value and the actual value is shown in Fig.8. 
  Divide the 210—240 nm absorbance data of 20 groups 
of NO2-N solutions into 15 groups as training sets and 5 
groups as prediction sets, with penalty factor C=337.794, 
kernel function parameter g=0.008 974 21, and establish 

the NO2-N-SVM algorithm model. The comparison be-
tween the predicted value and the actual value is shown 
in Fig.9. 
 

 

Fig.6 Comparison between the predicted value and 
the actual value for the NO3-N-SVM model 
 

 
Fig.7 Comparison between the predicted value and 
the actual value for the NO3-N-RF model  
   
  Divide 20 groups of NO2-N solution’s 205—230 nm 
absorbance data into 15 groups as training sets and 5 
groups as prediction sets, the number of decision trees is 
Ntree=500, the number of features is mtry=13, and the 
NO2-N-RF algorithm model is established. The com-
parison between the predicted value and the actual value 
is shown in Fig.10. 

 

Fig.8 Comparison between the predicted value and 
the actual value for the NO2-N-PLS model
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Fig.9 Comparison between the predicted value and 
the actual value for the NO2-N-SVM model 
 

 
Fig.10 Comparison between the predicted value and 
the actual value for the NO2-N-RF model 

 
The correlation coefficient of the NO2-N-PLS model is 

R2=0.982 7, and RMSE=0.450 0. The fitted equation is 
shown as 

2NO 1 20.027 795 0.636 735 0.650 653y x x      

      3 4 50.615 890 0.774 200 0.969 458 ,x x x   (5) 
where x1, x2, x3, x4 and x5 are the absorbance at 205 nm, 
210 nm, 215 nm, 220 nm and 225 nm, respectively. In 
the NO2-N-SVM model, the correlation coefficient is 
R2=0.935 3, and RMSE=0.074 2. In the NO2-N-RF mod-
el, the correlation coefficient is R2=0.994 2, and 
RMSE=0.036 5. 

The prediction evaluation model is evaluated based on 
the correlation coefficient R2 and RMSE. The more R2  

converges to 1 and the smaller the RMSE, the better the 
predicted data overlap with the original data and the bet-
ter the regression model. 

The modeling methods with PLS, SVM, and RF algo-
rithms are presented above, and tables are constructed 
respectively for the models of both NO3-N and NO2-N 
parameters, as well as the correlation coefficient R2 and 
RMSE values of the predicted and true values in the pre-
diction set, as shown in Tabs.1 and 2. 

Comparison of the results of the three methods in the 
table shows that the RF model has the highest correlation 
coefficient R2 and the best effect, and the RMSE is lower 
compared with the other two methods, so the RF algo-
rithm applied to water quality detection NO3-N and 
NO2-N modeling prediction effect is better than the other 
two methods. 

To ensure the accuracy of the conclusion, the experi-
ment was repeated three times as above with NO2-N as 
the object. It is proved that the RMSE values for both the 
NO2-N-RF model and the NO2-N-SVM model meet the 
test criteria, and the R2 for the NO2-N-RF model is great-
er than that for the NO2-N-SVM model. The results are 
shown in Tab.3. 

 
Tab.1 NO3-N solution modeling results 

Results 
NO3-N model Model parameters 

R2 RMSE 

PLS Eq.(4) 0.982 1 0.209 0 

SVM C=21.112 1 g=0.027 2 0.980 9 0.699 7 

RF Ntree=500 mtry=16 0.995 1 0.451 6 

 
Tab.2 NO2-N solution modeling results 

Results 
NO2-N model Model parameters 

R2 RMSE 

 PLS Eq.(5) 0.982 7 0.450 0 

SVM C=337.794 3 g=0.009 0 0.935 3 0.074 2 

RF Ntree=500 mtry=13 0.994 2 0.036 5 

 
Tab.3 Comparison of NO2-N experimental results 

NO2-N R2 (RF) R2 (SVM) Difference Lift ratio (%) RMSE (RF) RMSE (SVM) 
Group 1 0.994 2 0.935 3 0.058 9 6.297 4 0.036 5 0.074 2 
Group 2 0.997 3 0.987 7 0.009 6 0.971 9 0.034 8 0.010 7 
Group 3 0.997 6 0.981 0 0.016 6 1.692 1 0.039 5 0.016 1 
Group 4 0.996 8 0.970 3 0.026 5 2.731 1 0.037 1 0.027 2 

  In this paper, NO3-N and NO2-N standard solutions 
were used as the parameters to be measured, the regres-
sion of concentration and absorbance was established 

after noise reduction of the data scanned by the spectral 
detector using the RF algorithm, and the PLS and SVM 
algorithm models were compared to establish an inverse 
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model with feasibility and reliability. After the inverse 
model comparison, the estimation of NO3-N and NO2-N 
concentrations by RF algorithm can improve the accu-
racy of the prediction model. The results of several ex-
periments show that the RF algorithm predicts NO2-N 
concentrations significantly better than the SVM algo-
rithm and PLS algorithm. The inverse model established 
by continuous spectral water quality online detection 
technology under RF algorithm solves the problem of 
severe covariance between variables, and has good pre-
dictive ability for the concentration of the parameters to 
be measured in water samples, with high model accu-
racy, good adaptability and feasibility. 
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