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Most binary networks apply full precision convolution at the first layer. Changing the first layer to the binary convolu-
tion will result in a significant loss of accuracy. In this paper, we propose a new approach to solve this problem by 
widening the data channel to reduce the information loss of the first convolutional input through the sign function. In 
addition, widening the channel increases the computation of the first convolution layer, and the problem is solved by 
using group convolution. The experimental results show that the accuracy of applying this paper's method to 
state-of-the-art (SOTA) binarization method is significantly improved, proving that this paper's method is effective and 
feasible. 
Document code: A Article ID: 1673-1905(2023)02-0117-6 
DOI  https://doi.org/10.1007/s11801-023-2113-2 
 
 

                                                   
*   This work has been supported by the National Natural Science Foundation of China (No.62172229). 
**  E-mail: ygw_ustb@163.com 

Model compression[1,2] is a popular area of artificial in-
telligence (AI) research in recent years. Effective model 
compression methods can significantly reduce the mem-
ory consumption of the network. In general, model com-
pression can be broadly classified into four categories, 
model pruning, low-rank decomposition, model quanti-
zation, and knowledge distillation. Among the model 
compression methods, model quantization[3] is the most 
effective. In model quantization, binary quantization 
maximizes the reduction in model size. Binary quantiza-
tion will quantify all the model activations and weights 
as +1 and −1. Compared to deep neural networks with 
full precision, binary networks have a small memory size 
and fast inference. It enjoys a 32× memory compression 
ratio and up to 58× practical computational reduction on 
the central processing unit (CPU). This makes it possible 
for binary networks to operate efficiently on embedded 
devices. However, one of the inevitable problems with 
binary networks is the severe drop in accuracy. 

The main reason for the degradation in performance of 
binarized neural networks is the limited amount of in-
formation that can be expressed in binarization, which 
causes binarized neural networks to lose a large amount 
of information during forwarding and backward propa-
gation. To solve this problem, many current methods 
start with weights and activation functions to reduce in-
formation loss. For example, the circulant binary convo-
lutional network (CBCN)[4] proposes a circular convolu-
tion operation that increases the capacity of binarized 
convolutional features and a Gaussian function as an 

approximation to the gradient of the sign function. 
CBCN reduces information loss by preserving more in-
formation from a weighting perspective. ReActNet[5] 
transforms the sign function and the parametric rectified 
linear unit (PReLU) function adds learnable parameter 
variables and allows the model to automatically learn the 
best offset and scaling values for each layer. Most binary 
networks use full precision weights and activation for the 
first layer of the network. If the binarization is done at 
the first layer, it will cause a serious loss of information 
and force a more serious loss of accuracy. When the first 
layer of convolutional inputs and weights are quantized 
to +1 and −1, the expressiveness of the model decreases 
significantly, leading to a decrease in accuracy. Experi-
mental evidence shows that the accuracy of binary net-
works such as DoReFa-Net[6] and regularizing activation 
distribution (RAD)[7] decreases significantly after quan-
tizing the first layer of convolution. The main reason for 
the large loss of information during the binarization of 
the first convolutional layer is the binarization of the 
activation. To solve the information loss caused by the 
first layer of convolutional binarization activation, this 
paper proposes to process the data before they are fed 
into the binary network. By turning the input data into 
binary and changing 0 to −1, each binary bit occupies 
one channel, turning the original 3 channels of data into 
24 channels of data. While preserving as much informa-
tion as possible about the data, it also reduces the loss of 
information caused by the activation value in the sign 
function through the first layer. In this paper, the method 
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is evaluated using an image classification task on the 
CIFAR10 dataset and the SVHN dataset. The experi-
mental results show that the method is effective. 

However, while widening the number of convolution 
channels in the first layer, the problem of increased 
computational effort (floating-point operations per sec-
ond, FLOPs) arises. There are a number of lightweight 
networks that offer ways to reduce computational effort, 
and MobileNet[8] proposes deeply separable convolutions 
that are 1/K2 the computational effort of standard convo-
lutions (K is the convolutional kernel size). ShuffleNet[9] 
uses group convolution and channel shuffle to greatly 
reduce the computational effort of the model while 
maintaining accuracy. MobilVit[10] combines the 
strengths of convolutional neural networks (CNNs) and 
vision transformers (ViTs) to build a lightweight and low 
latency network for mobile vision. In this paper, we 
widen the original red-green-blue (RGB) channels by 8 

times each to get 24 channels. To reduce the computation, 
we need to perform group convolution, and each group 
should be a set of data containing RGB channels. The 
ideas in ShuffleNet are therefore a natural fit for this 
paper. So we adopt the idea of ShuffleNet and use group 
convolution to solve the problem of increasing computa-
tional effort (FLOPs). This solves the problem of in-
creased computation caused by the first layer of channel 
expansion. In addition, one of the problems with group 
convolution is that communication between different 
groups is required, otherwise, it will reduce the feature 
extraction capability of the network. Therefore, channel 
shuffle is used to solve this problem, where the input 
data is divided into 8 groups and each group is taken one 
channel per 8 channels using channel shuffle. This 
method allows the first layer to reduce the increase in 
computational effort due to channel expansion without 
compromising accuracy. 

 

 

Fig.1 Overall framework of the methodological thought in this paper 

The aim of neural network binarization is to speed up 
the inference of a neural network without reducing accu-
racy and to reduce the memory footprint. Binary quanti-
zation of 32-bit activations and weights in deep neural 
networks can save a lot of memory and significantly 
speed up inference. However, many current binary net-
works are not fully binarized, as binarizing the first layer 
of convolution results in a huge loss of information, and 
most binary networks do not process the inputs much, 
essentially focusing their efforts entirely on the process-
ing of weights and back-propagation approximations. For 
example, information retention (IR)-Net[11] balances and 
normalizes weights and minimizes quantization error and 
loss of parameter information in forwarding propagation, 
using an error decay estimator (EDE) to approximate the 
sign function and reduce the loss of gradient information. 
Bi-Real-Net[12] proposes to use a custom segmentation 
function for back propagation instead of the sign func-
tion since the derivative of the sign function cannot be 
used for training. There are also networks that make a 
binary approximation to the input and output. For in-

stance, accurate binary convolutional (ABC)-Net[13] uses 
linear combinations of bases of multiple binary weights 
to approximate full precision weights and linear combi-
nations of multiple binary activations to approximate true 
activations for inputs, reducing information loss. How-
ever, few networks currently process the input and the 
first layer is convolved with full precision convolution. 
Designing robust network baselines is also a current di-
rection for binary networks. FTBNN[14] re-investigates 
and tunes proper non-linear modules to fix that contra-
diction. But a robust baseline network does not solve the 
problem of accuracy degradation caused by the first layer 
of convolutional binarization. BinaryDuo[15] uses the 
gradient of the smoothed loss function to better estimate 
the gradient mismatch in a quantized neural network. 
RAD uses distribution loss to explicitly regularize the 
activation flow, and develop a framework to systemati-
cally formulate the loss. Although RAD normalizes the 
input from the loss function, the first layer convolution is 
still full accuracy. If the first layer of the existing binary 
network is convolved using binarized convolution, it is 
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difficult for the current binarization method to have high 
accuracy. This paper focuses on the first layer of convo-
lution binarization leading to a large amount of informa-
tion loss by proposing a new method that starts from the 
sign function property and converts the data to +1 and −1 
at the input to avoid information loss in the first layer. 

Binary networks take up less memory and are faster 
than other methods such as pruning and matrix decom-
position. Great progress has been made in several aspects 
of binary networks, but the first convolutional layer of 
binarized networks often uses full precision, which can 
lead to a large accuracy drop if the first layer is binarized. 
The method in this paper is proposed to solve this prob-
lem. 

Many previous literatures have focused on the treat-
ment of weights and the activation is binarized directly 
through the sign function, so that the convolution of the 
first layer is mostly full precision. Assume that replacing 
the first layer of convolution with a binarized convolu-
tion results in a substantial loss of accuracy. Direct bi-
narization of picture information to +1 and −1 at the first 
layer can lose a lot of information and lead to a loss of 
accuracy. In this paper, we want to replace the first layer 
of convolution with a binarized convolution, where the 
data is binarized in the first layer and with as little loss of 
accuracy as possible.  

Image data contains a wealth of information prior to 
binarization. Binarization of the input data would result 
in a significant loss of information. Many binary net-
works use full precision data in the first layer of convo-
lution to maximize the retention of the original informa-
tion. It was demonstrated experimentally that by replac-
ing the first full-accuracy convolutional layer of a binary 
network with a convolution in which both weights and 
activation are binarized, the accuracy of the network de-
creases significantly. In this paper, we want to change the 
first layer of convolution to binarized convolution, so 
that all the convolution layers become binarized convo-
lution. It is important to retain as much information as 
possible about the input data in order to have a small 
decrease in accuracy after changing the first convolution 
layer. 

Images are data within [0, 255] which are essentially 
represented in binary, so each number in the original 
image is converted to an 8-bit unsigned binary represen-
tation of that number. However, binary only has 0 and 1, 
0 and 1 only get 1 after passing the sign function, which 
lacks the negative part. In this paper, all the zeros in the 
binary are changed to −1 (as shown in Fig.2), so that the 
data remains unchanged after passing the sign function, 
which is equivalent to no loss of information after pass-
ing the sign function, maximizing the loss of information 
in the original image after the data enters the first layer 
of binary convolution. After each number in the original 
picture has been changed to binary, each number is rep-
resented by 8 bits of binary. The original 3-channel im-
age needs to be widened to 24 channels, spreading the 

information from the original image over 24 channels to 
be fed into the network. 

 

Fig.2 Input to binary and channel expansion 
 
The concept of group convolution was originally in-

troduced in AlexNet for distributing models across two 
graphics processing units (GPUs). Its effectiveness is 
now well demonstrated in ResNeXt[16]. The deep separa-
ble convolution proposed in Xception[17] encapsulates the 
idea of separable convolution in the inception series. 
MobileNet[8] utilizes deeply separable convolution and 
achieves state-of-the-art (SOTA) results in a lightweight 
model. Channel shuffle enables group convolution to 
obtain different information from different groups so that 
the inputs and outputs will be fully correlated. 

As shown in Fig.4(b), the input graph is X (W1, H1, 
C1). 

Step 1: Calculate the size of each feature map as (W1, 
H1, C1/g) for a total of g groups. 

Step 2: The size of a single convolution kernel per 
group is (C1/g, k, k). A convolutional kernel is divided 
into g groups of C2 kernels, the number of kernels in 
each group is C2/g, and the size of each group is (C2/g, 
C1/g, k, k). The number of convolutional kernel parame-
ters in a set at this point is  

2 1 2 .C Cparams k
g g

                         (1) 

Step 3: The output feature map size is (W2, H2, C2), 
and the total number of parameters of the process is 

2 1 2 .C Cparams k g
g g

 
    
 

 (2) 

The total FLOPs are 
2 1 2

2 2 .C CFLOPs k W H g
g g

 
      
 

 (3) 

The input channels for the first layer of convolution 
are widened to 24 channels, which results in an increase 
in the amount of computation (FLOPs). To solve this 
problem, this paper adopts the idea of group convolution 
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in ShuffleNet. Dividing the first layer of convolution into 
8 groups makes the computation the same as for the 
original 3 channels. After the data is expanded, the 
original channels become 8 channels each. Before feed-
ing into the convolution, the data needs to be channel 
shuffled (as shown in Fig.4). The expanded channel data 
are grouped, so that each group of 3 channels comes 
from each of the 8 channels after the original 3-channel 
expansion of the data. Tab.1 gives the amount of compu-
tation (FLOPs) for the first layer of the network before 
and after using group convolution and reverting to 
3-channel convolution (FLOPs) after applying group 
convolution. 
 

 

Fig.3 Schematic of channel shuffle (GConv stands for 
group convolution) 
 

 

Fig.4 Schematic diagram of group convolution (g 
represents the number of groups, H and W represent 
the width and height of the input, respectively, C1 
represents the number of channels at input, and C2 
represents the number of channels at the output) 

 
The experiments in this paper are based on the Pytorch 

deep learning framework. The network is based on Res-
Net18 and experiments are conducted on the CIFAR10 
and SVHN datasets. The methods in this paper are ap-
plied to some SOTA binary networks to demonstrate the 
effectiveness. 

Columns 4 to 6 of Tab.2 and Tab.3 show the accuracy 
of the binary network with the first layer of convolution 
retained as full accuracy, the first layer of convolution 
replaced by convolution with only binarized weights, and  

the binary network with the first layer of convolution 
fully binarized. The data in the two tables show that bi-
narization of the convolution weights in the first layer 
results in a small decrease in accuracy, but binarization 
of the activation in the first layer results in a significant 
decrease in accuracy. Therefore, the first layer of convo-
lutional binarization activation is responsible for the sig-
nificant drop in accuracy. The last columns of Tab.2 and 
Tab.3 show the results after applying the method pro-
posed in this paper to various binarization networks. The 
improvement in accuracy from the last columns of Tab.2 
and Tab.3 demonstrates the effectiveness of the proposed 
method, with varying degrees of improvement for dif-
ferent networks. The experimental results show that the 
accuracy of the input data can be improved after chang-
ing the first convolution layer of the binary network to a 
binarized convolution layer by applying the method of 
this paper, proving that the method can reduce the infor-
mation loss of the original image after the first layer of 
binarization. The method in this paper can be widely 
applied to many binary networks. 

 
Tab.1 Amount of computation for the first layer of the 
network (ResNet-18.Conv0 represents the first layer 
of binary convolution with an input channel of 3, 
ResNet-18.Conv01 represents the first layer of con-
volution with an input channel of 24, and Res-
Net-18.Conv02 represents the first layer of convolu-
tion after applying group convolution) 

Layer MFLOPs Params 
ResNet-18.BinaryConv0 1.77 1 728 
ResNet-18.BinaryConv01 14.16 13 824 
ResNet-18.BinaryConv02 1.77 1 728 

 
In this part, we investigate the behaviors and effects of 

the proposed data on binary spread channel processing 
and group convolution with channel shuffle techniques 
on BNN performance. 

Data to binary dilation reduces the loss of information 
from the first layer of convolutional binarization and is 
the most important method to improve accuracy, while 
group convolution and channel shuffle reduce the addi-
tional computation due to dilation and do not reduce the 
accuracy of the network when used only in the first layer. 

As shown in Tab.4, data on binary spread channel proc-
essing is the main method to improve the accuracy, and 
using group convolution with channel shuffle can reduce 
the increase in the computation of the first convolutional 
spread channel without decreasing the accuracy. From the 
data in Tab.2 and Tab.4, it is concluded that by changing 
the first full precision convolutional layer of the network to 
a weighted binarized convolutional layer, the accuracy of 
the network decreases less when the input is still full preci-
sion, so the reason for the significant decrease in accuracy 
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is the loss of a large amount of information directly in the first binarized input layer.

Tab.2 Performance of SOTA method on CIFAR10 dataset (Acc (%) (w) represents the accuracy of the original bi-
nary network with only the first layer of convolution changed to binarized weights, Acc (%) (w, a) represents the 
accuracy of the original binary network with both the weights and activation of the first layer of convolution bi-
narized, and Acc (%) (ours) represents the accuracy after applying the proposed method) 

Topology Method Bit-width (w/a) Acc (%) Acc (%) (w) Acc (%) (w, a) Acc (%) (ours) 

FP 32/32 93.0 - - - 

DoReFa 1/1 85.5 84.6 71.8 72.9 

BNN[18] 1/1 89.5 88.9 73.5 79.6 

Bi-Real-Net 1/1 90.6 90.1 75.2 80.0 

RAD 1/1 90.7 89.8 75.7 82.8 

DSQ[19] 1/1 90.9 88.6 76.2 82.4 

ReAct-Net 1/1 91.6 88.9 76.9 82.6 

ResNet-18 

IR-Net 1/1 91.7 88.5 78.3 83.1 

Tab.3 Performance of SOTA method on SVHN dataset 

Topology Method Bit-width (w/a) Acc (%) Acc (%) (w) Acc (%) (w, a) Acc (%) (ours) 

FP 32/32 96.1 - - - 

DoReFa 1/1 94.3 94.2 75.0 93.4 

BNN 1/1 95.1 95.0 77.9 95.0 

Bi-Real-Net 1/1 95.6 95.5 77.9 95.2 

RAD 1/1 95.1 95.0 78.3 93.8 

DSQ 1/1 95.5 95.0 78.1 94.7 

ReAct-Net 1/1 95.6 95.4 78.3 94.6 

ResNet-18 

IR-Net 1/1 95.2 95.1 78.2 94.7 

 
Tab.4 Ablation study 

Method Bit-width 
(w/a) Acc (%) 

FP 32/32 93.0 
IR-Net 1/1 78.2 

GConv with channel shuffle 1/1 78.3 
Data on binary spread channel processing 1/1 83.1 

TBNN 1/1 83.1 
 

In this paper, we propose a method for processing the 
input data to address the problem that the current binary 
networks change the first layer convolution of the net-
work resulting in a significant decrease in network accu-
racy. The data is transformed using the characteristics of 
the sign function to change the data into an 8-bit binary 
representation, and a further measure is to change the 0 
in binary to −1. The loss of information from the input 
through the sign function is significantly reduced. On the 
other hand, group convolution is applied to the convolu-
tion layer to recover the original 3-channel computation,  

 
in order to cope with the increased computation of the 
convolution layer caused by the addition of input chan-
nels. At the same time, channel shuffle allows the inter-
operability of information across groups. The effective-
ness was verified by applying the method proposed in 
this paper on several SOTA networks based on Res-
Net-18 networks, CIFAR10 and SVHN datasets for ex-
periments. 
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