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A distributed architecture of optical line terminal (OLT) equipment is proposed for response to national bandwidth ac-
celeration requirements and for future smooth evolution to 50G passive optical network (PON). This architecture 
moves the forwarding function of the control board to each service board to improve the switching capacity and per-
formance of the system. The traditional control boards of centralized architecture OLT equipment have exchange and 
traffic processing function, and every service board is only controlled by the control board. In the distributed architec-
ture of OLT equipment, control boards still maintain exchange function, whereas service boards have traffic process-
ing functions. This method separates the exchange and traffic processing functions, which improves reliability. This 
paper also presents optical access network equipment combined with telemetry technology that provides reliable 
guarantee for intelligent analysis and data mining. Compared with the traditional push mode of network management, 
the data collected by network management combined with telemetry technology and artificial intelligence (AI) analy-
sis can be used for network planning, assurance of the bandwidth and accurate operation. 
Document code: A Article ID: 1673-1905(2023)03-0159-5 
DOI  https://doi.org/10.1007/s11801-023-2146-6 
 
 

                                                        
*  E-mail: tangzhifei@cmdi.chinamobile.com 

In 2020, the National Development and Reform Com-
mission presents explicitly that optical fiber broadband 
networks are included in the new infrastructure, to sup-
port the needs of high-quality development, digital 
transformation and intelligent upgrading. In the F5G era, 
the gigabit-capable passive optical network (GPON) was 
upgraded to the 10G passive optical network (PON) by 
only replacing the board of optical line terminal (OLT) 
equipment. With the software defined network (SDN) 
being deployed on the inter-provincial and provincial 
optic transport network, the intelligent function of the 
optical access network is also gradually becoming nec-
essary. The customer experience of optical access is a 
problem that needs to be improved urgently. If there is a 
problem in the network, passive problem handling is 
difficult to meet the good experience of the customer. At 
the same time, in view of the differentiated business 
needs of the customer, the current unified quality as-
sessment of the network cannot directly feedback the 
customer's experience. The location of the network de-
ployment makes it difficult to locate the fault, and the 
troubleshooting time is long, which brings great difficul-
ties for the operation and maintenance personnel. Tradi-
tional 10G PON equipment is difficult to meet the needs 
of intuitive feedback customer experience and accurate 
fault location. Therefore, it is urgent to upgrade the 
processing capacity of existing equipment and network 
management collection capacity. 

Traditional OLT device optical access networks adopt 
centralized architecture, which leads to the capacity and 
performance bottleneck of the central forwarding engine. 

Therefore, the current centralized architecture of OLT 
cannot cope with the next generation of large-capacity 
next generation PON applications. 

This paper proposes a distributed OLT architecture, 
which moves the forwarding function of the control 
board to each service board to solve the current bottle-
neck. Telemetry technology is used in optical access 
network equipment which can obtain high accuracy of 
data collection. 

An optical access network consists of an OLT on the 
terminal side, an optical network unit (ONU) on the user 
side, and an optical distribution network (ODN). In the 
downlink direction (OLT to ONU), optical signals from 
OLT are sent by each ONU using broadcast technol-
ogy. In the upstream direction (ONU to OLT), the optical 
signal from ONU is sent exactly by the OLT. In order to 
avoid data conflict and improve network utilization effi-
ciency, the upstream direction adopts time division mul-
tiple access (TDMA) technology that arbitrates data 
transmission of each ONU. The ODN consists of an op-
tical fiber, many passive optical splitters and related pas-
sive optical devices, which provides an optical transmis-
sion channel between the OLT and ONU.  

The traditional architecture of OLT device has two 
pieces of control board that simultaneously complete the 
function of data forwarding and traffic processing, and 
the main control board and spare control board adopt 
load sharing. This centralized architecture relies on the 
central forwarding engine to perform table-lookup for-
warding for each input packet. Based on the latest capac-
ity estimation of the current industry chain, when the 
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switching capacity expands to a certain extent, the single 
user slot rate is more than 100G/200G, or the lookup 
table entries reach a certain extent, such as the number of 
practical media access control (MAC) addresses in the 
Layer 2 scenario exceeds 128k, the number of practical 
Internet protocol (IP) addresses in the Layer 3 scenario 
exceeds 32k, and the power consumption of a single chip 
will exceed the OLT cooling capacity, causing the sys-
tem to overheat. Or the size of the table item exceeds the 
limit of a single chip, resulting in the inability to learn 
the user address, the inability to open the ONU to the 
PON channel, and the inability of users to access the 
Internet. Therefore, the central forwarding engine be-
comes a bottleneck in capacity and performance. 

In the distributed architecture OLT, the chip of main 
control board is only responsible for the exchange func-
tion. Under the current mainstream chip process condi-
tions, it is easy to obtain the single slot 1T switching 
capacity. The main control board still maintains the 
equipment network management function, but the data 
forwarding function is transferred from the main control 
board to each service board. Each service board has its 
own forwarding engine, which can independently search 
and forward messages. Since the processing bandwidth 
of each service board is only 1/16 of that of the main 
control board/uplink board (calculated according to the 
16 slots of the subrack), the forwarding chip has a large 
margin to increase the forwarding table entries. For ex-
ample, the number of practical MAC addresses in the 
Layer 2 scenario can reach 256k or even more than 1M, 
and the number of practical IP addresses in the Layer 3 
scenario exceeds 128k. 

 
Tab.1 Comparison of MAC address and IP address 
items in traditional and distributed OLTs 

 
Item Traditional OLT Distributed architecture OLT 

MAC ad-
dress 

Highest to 128k 256k or even more than 1M 

IP address Highest to 32k Exceeding 128k 
 
The function of data forwarding is transferred from the 

control board to each service board. Every service board 
has its own forwarding engine, which independently 
completes packet lookup and forwarding.  

The distributed forwarding architecture greatly im-
proves the switching capacity and performance of the 
system. It can also build a high-capacity strictly 
non-blocking system. Realize the switching capacity of 
1T in a single slot. The current mainstream PON cards 
are all 16-port access, and the single slot 1T access capa-
bility can provide 16-port 50G PON line speed forward-
ing capability, laying a platform foundation for the future 
50G PON evolution. We have compared the switching 
capability and chip manufacturing difficulty of tradi-
tional and distributed switching architectures through 
experiments. The specific details are shown in Fig.1. The 
experiment shows that the chip manufacturing is very 

difficult and cannot be achieved if the traditional archi-
tecture OLT is used to achieve 50G PON forwarding in 
the future. However, the distributed architecture OLT 
switching can meet the 50G forwarding rate per port of 
the line with the current chip manufacturing level. 

 

 

Fig.1 Comparison of OLT switching capability and 
chip manufacturing difficulty between traditional and 
distributed switching architectures 

 
System reliability of parallel system can be roughly 

calculated by the following formula as  

P=1−(1−P1)×(1−P2)... ×(1−Pn),                (1) 

where P refers to the reliability of equipment, and Pi 
(i=1, 2, 3..., n) refers to the reliability of each component 
(the reliability of each service board). The reliability of 
centralized architecture equipment comes from two par-
allel forwarding engines (in case of dual forwarding en-
gines), so the system reliability is P=1−(1−P1)2. The re-
liability of distributed architecture equipment comes 
from multiple distributed forwarding engines, so the sys-
tem reliability is P=1−(1−P1)n. Hypothesis P1=0.8 then 
centralized reliability. P=0.96 distributed reliability (the 
equipment has four service boards) P=0.998 4. So the 
reliability of distributed architecture is higher than that of 
centralized architecture, and the higher the reliability 
with the increase of the number of service boards. 

The traditional data collection polls data in the data re-
source pool, this collection due to the limited storage 
speed and long cycle of acquisition, accuracy of data col-
lection is not suitable for the current development trend of 
data applications, such as data analysis, data mining, deep 
learning and anomaly detection, etc. Common structured 
network monitoring methods include simple network 
management protocol (SNMP) Get and SNMP Trap. The 
precision of SNMP Get mode pulls data at the minute 
level, which determines a large number of network nodes 
that cannot be monitored. In addition, at the minute level 
of the sampling period, the accuracy of the data cannot be 
guaranteed. The front and back beats of sampling will 
deviate by more than 10 s. To speed up the sampling fre-
quency, the central processing unit (CPU) of the node will 
increase to more than 80%, causing the risk of system 



TANG et al.                                                                 Optoelectron. Lett. Vol.19 No.3·0161· 

overload. The SNMP Trap adopts push mode, and its ac-
curacy is greatly reduced to the second level. However, 
the biggest problem is that the accuracy of data is low 
and the collected data may easily be lost. 
 

 
 

 

Fig.2 (a) Centralized architecture and (b) distributed 
architecture  

 
We have come to the conclusion that data analysis 

should have strong real-time performance and high ac-
curacy of push technology. Then, the introduction of 
telemetry acquisition technology can realize data acqui-
sition based on data application. Telemetry is a remote 
high-speed data acquisition technology from physical 
devices or virtual devices. In push mode, the device pro-
actively sends device data to the collector, providing 
real-time and high-speed data collection. 

Telemetry features several aspects as follows. 
(1) Refinement: It has high precision to collect inter-

face traffic information that judges packet loss and ana-
lyses occupancy of CPU and memory, and it also gathers 
link status and user traffic jitter. 

(2) High efficiency: Telemetry technology adopts ac-
tive push mode so that OLT devices periodically auto-
matically push data to network management, it avoids 
repeated queries and improves higher execution effi-
ciency of monitoring performance. 

(3) Good real-time performance and accuracy: It sup-
ports the accuracy of millisecond level. 

(4) Meet the requirements of intelligent operation and 
maintenance: It has little impact on the function and per-

formance of the device itself, and provides the most im-
portant basis for big data analysis to quickly locate net-
work problems, thereby optimizing and adjusting net-
work quality. 

(5) Standardization: It supports structured and unified 
data formats among different manufacturers. Different 
manufacturers can use the same set of acquisition and 
analysis tools. 

Telemetry network monitoring enables the network 
intelligent operation and maintenance system to manage 
more than 10 times the number of equipments. The ac-
curacy of monitoring data has improved from minute 
level to millisecond level with higher accuracy. The 
monitoring process has little impact on the function and 
performance of the equipment itself. Monitor network 
status timely tuned network by providing data support in 
real time. After the tuning instruction takes effect, the 
new sampling data will be fed back to the collector to 
provide data support for analyzing whether the adjusted 
effect meets expectations. 

Tab.2 Comparison of different network monitoring 
methods 

Comparison 
item Telemetry SNMP Get SNMP Trap 

Operating mode Push mode Pull mode Push mode 

Carrying pro-
tocol TCP/UDP UDP UDP 

Refinement High Low Middle 

Efficiency High Low Middle 

Real time and 
accuracy 

Sub-second 
level Minute level 

Second level, 
easy to lose data 

and affect the 
judgment of 

results 
Meet the re-

quirements of 
intelligent 

operation and 
maintenance 

Satisfied Not satisfied Not satisfied 

Standardization 
Standardized 
and easy to 
understand 

Non-standar-
dized and 
difficult to 
understand 

Non-standar-
dized and diffi-
cult to under-

stand 
 
The network management sends telemetry configuration 

data to the OLT device by using the YANG model. The 
OLT device periodically pushes data to network manage-
ment instead of passively waiting for the collector to query 
periodically. This way avoids the delay in the network 
transmission of query requests and the pressure brought by 
a large number of query requests to the network and the 
device, and improves monitoring performance. 

The network management side and the device side of 
the telemetry work together to complete the overall te-
lemetry subscription, which requires five operation steps 
in sequence.  

(1) Telemetry configuration: Network management 
configures devices that support telemetry, subscribes to  
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data sources, and distributes them to devices.  
(2) Data collection: The device collects data according 

to the configuration requirements of the network man-
agement. 

Tab.3 Comparison between traditional and telemetry 
network monitoring methods 

Item 
Traditional 

OLT 
Distributed architecture 

OLT with telemetry 
Collection mode SNMP TELEMETRY 

Collection capacity 200 pps Above 10 kpps 
Support collection purchase 

cycle 
15 min Millisecond 

CPU occupancy under 
maximum acquisition ca-

pacity 
About 70% About 50% 

 

  
Fig.3 The whole process of telemetry 

 
(3) Push sampling data: The device reports the col-

lected data to the network management according to the 
configuration requirements of the network management.  

(4) Receiving sampling data: The network manage-
ment system receives sampling data, stores and displays 
sampling data.  

(5) Adjust network parameters: Users adjust network 
parameters according to the sampled data and distribute 
them to the device. After the configuration takes effect, 
the new sampled data will be reported to the user. At this 
time, the user will analyze whether the network effect 
meets the expectations after the adjustment. Until the 
adjustment is completed, the whole traffic process forms 
a closed loop.  

The data collected from data analysis and mining can 
be applied in many ways. Solutions can be obtained 
through data processing in network planning, assurance 
of the bandwidth and accurate operation.  

The intelligent distributed optical access device can 
sense the burst characteristics of PON line traffic and 
user experience in real time, evaluates the high-value 
users of PON resources, and accurately plans the predic-
tive capacity expansion such as 10G PON upgrade. 

The network data and application data are collected 
and processed into large data samples of peak-to-average 

power ratio and experience indicators in the second cy-
cle. The PON line expansion standard was formed 
through correlation analysis. On the one hand, the PON 
traffic burst characteristics are characterized by the ratio 
of second peak rate and minute average rate. Each PON 
port generates a large number of peak-to-average power 
ratio samples every day, the number of samples are 90 
times more than the traditional 15 minute average rate 
expansion method, and peak-to-average power ratio 
samples are more accurate than the expansion model. On 
the other hand, through the correlation analysis of PON 
packet loss rate and application data find out the distri-
bution law of good or bad experiences that match align-
ment time of peak-to-average power ratio samples, so as 
to determine the peak-to-average power ratio of different 
experience levels as the PON capacity expansion stan-
dard. Compared with the traditional capacity expansion 
method, which only evaluates bandwidth usage of the 
PON line, the peak-to-average power ratio model is as-
sociated with the application KPI, so it is more accurate.  

Using the PON accurate capacity expansion standard 
learned from the above big data samples (such as peak  
average rate (PAR) corresponding to high-quality ex-
perience), the PON capacity corresponding to 
high-quality experience can be evaluated according to 
the total rate of PON port divided by PAR, and the PON 
resources of the current network can be accurately 
evaluated. Collected a large amount of data on PON traf-
fic and accumulated a large number of effective samples, 
we can actively predict the PON traffic, and evaluate the 
PON capacity according to the total rate of PON port 
divided by PAR based on the peak-to-average power 
ratio capacity expansion model.   

Unlike the traditional centralized OLT, distributed 
OLT supports the deep flow inspection (DFI) function. 
Introduce artificial intelligence (AI) function and use AI 
module to realize data mining of data package character-
istics. Firstly, data mining of packet characteristics is 
carried out for data packets. Through continuous learning 
of data correspondence, data reasoning of AI can roughly 
distinguish typical applications such as video, online 
games, online education and remote office, measure dif-
ferent from application level indicators, and identify user 
application experience issues. DFI is used for application 
awareness. The increasingly widely used encryption 
transmission application, compared with the traditional 
deep packet inspection (DPI) scheme for parsing user 
interaction messages, avoids the risk of infringing on 
user privacy.   

Each user and each service's network quality can be ac-
tive perception. If network quality is poor, network man-
agement can find the problem and adjust the network 
quality. Poor quality problems are found and rectified be-
fore user complaining, so as to improve customer experi-
ence and satisfaction. The end-to-end network fault is ac-
curately delimited and located, and AI is used to reduce 
the difficulty and complexity of problem location for the 
fault handler's operator. Providing accurate fault repair 
suggestions, the operator can quickly pick up and handle 
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the fault. Support owner of a network to realize potential 
customer mining and precision marketing capabilities. 
Combined with all-round network endogenous data, the 
intelligent distributed optical access network can identify 
potential high-value customers. End-to-end slicing man-
agement supports the end-to-end differentiated guarantee 
of the network, adapts to the future oriented differentiated 
business development requirements and experienced 
business philosophy, and realizes the comprehensive 
bearing of a variety of high-medium-low-value services 
connected to the network. 

In order to further implement the national action plan 
for coordinated development of "dual gigabit" networks, 
we deploy 10G PON equipment to extend from urban 
areas to rural areas to satisfy the rapid development of 
gigabit bandwidth services. At the same time, 50G PON 
technologies are under in-depth research and develop-
ment in the future, and we hope 50G PON technology 
currently can be used in 10G PON equipment platform 
that can be directly upgraded by changing broad of 50G 
PON. Without buying new 50G PON OLT in the future 
when upgrading the network, the OLT equipment archi-
tecture of the current network cannot support 50G PON 
technology, resulting in cost waste in the overall re-
placement of OLT equipment. Therefore, future evolu-
tion technology should be considered when deploying 
10G PON.  

The distributed structure, to the greatest extent, can 
solve the problem of OLT control board switching per-
formance and system performance caused by the increase 
in service board bandwidth, which is conducive to the 
smooth evolution of 50G PON. The single dimension 
improvement of broadband rate alone cannot meet the 
development of in-depth and diversified experience re-
quirements, so the intelligent optical access network 
based on data analysis is an inevitable trend. The accu-
racy of data analysis is determined by the accuracy of 
basic data collection, and the efficiency and accuracy of 
basic data collection are guaranteed by telemetry tech-
nology. High precision sub second level acquisition can 
ensure data reliability to the greatest extent. The data is 
processed through DFI, intelligent analysis, and machine 
learning. It finally provides an important basis for net-
work planning, ensuring bandwidth and intelligent op-
eration and maintenance, which is conducive to intelli-
gent network management and construction of optical 
access networks in the future.  
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