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Gaze estimation has become an important field of image and information processing. Estimating gaze from full-face 
images using convolutional neural network (CNN) has achieved fine accuracy. However, estimating gaze from eye 
images is very challenging due to the less information contained in eye images than in full-face images, and it’s still 
vital since eye-image-based methods have wider applications. In this paper, we propose the discretization-gaze net-
work (DGaze-Net) to optimize monocular three-dimensional (3D) gaze estimation accuracy by feature discretization 
and attention mechanism. The gaze predictor of DGaze-Net is optimized based on feature discretization. By discretiz-
ing the gaze angle into K bins, a classification constraint is added to the gaze predictor. In the gaze predictor, the gaze 
angle is pre-applied with a binned classification before regressing with the real gaze angle to improve gaze estimation 
accuracy. In addition, the attention mechanism is applied to the backbone to enhance the ability to extract eye features 
related to gaze. The proposed method is validated on three gaze datasets and achieves encouraging gaze estimation 
accuracy. 
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Three-dimensional (3D) gaze estimation refers to esti-
mating the 3D gaze direction of human eyes through the 
eye images obtained by the digital camera. Gaze estima-
tion has become a research hotspot in the field of image 
and information processing, for it has been widely used 
in many areas such as psychological diagnosis[1], virtual 
reality[2], and human-machine interaction[3].  

Current gaze estimation methods can be divided into 
feature-based and appearance-based methods. Fea-
ture-based methods[4-6] use specific eye features such as 
pupil center and corneal reflection to estimate gaze. 
Their reliability depends on the accuracy of feature de-
tection. Moreover, feature-based methods usually require 
specific hardware for illumination and capture. By con-
trast, appearance-based methods don’t focus on specific 
eye features. They directly learn the mapping function 
from eye appearance to gaze. The methods take images 
from off-the-shelf cameras as input and don’t require 
additional devices. Appearance-based methods[7-14] have 
mostly been used with convolutional neural network 
(CNN) in recent years. CNN extracts eye appearance 
features from high-dimensional images and learns a 
highly non-linear mapping relationship from eye ap-
pearance to gaze. ZHANG et al[7] proposed a method 
based on LeNet to estimate gaze from single eye images. 
ZHANG et al[8] further extended their work and proposed 

the GazeNet, which is a 13-convolutional-layer neural 
network inherited from a 16-layer visual geometry group 
(VGG)[15] network. This GazeNet is proved to be more 
effective than the LeNet-based method. CHENG et al[9] 
used the asymmetric information of both eyes for gaze 
estimation. CHEN et al[10] proposed a multistream CNN 
that took an full-face image, images of both eyes, and a 
face grid as input to estimate gaze. On the contrary, 
ZHANG et al[11] proposed a network, which only took a 
full-face image as input and used a spatial weighting 
mechanism to increase the weight of the eye region 
adaptively. Similarly, LIU et al[12] used the multi-scale 
channel and spatial information to select the important 
facial area adaptively. MURTHY et al[13] proposed a 
full-face-based gaze estimation method using attention 
and difference mechanism. ABDELRAHMAN et al[14] 
proposed a fine-grained gaze estimation network, which 
took a full-face image as input and optimized the net-
work with two identical losses. 

Recent studies mainly focus on estimating gaze from 
full-face images. ZHANG et al[11] showed that other facial 
regions, besides the eye region, also contributed to gaze 
estimation. By analyzing the region importance maps, they 
found that the eye region is the most important if the gaze 
direction is straight ahead, while the model puts higher 
importance on other regions if the gaze direction becomes
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more extreme. However, full-face-based methods in some 
scenes or applications (such as virtual reality) are inappli-
cable, where full-face images can’t be obtained. Therefore, 
how to improve gaze estimation accuracy of eye-based 
methods without other facial regions is a problem that 
needs to be addressed. 
 

 
Fig.1 Region importance map[11] indicating the facial 
region importance with different gaze angles 
 

In this paper, we propose the discretization-gaze net-
work (DGaze-Net) to improve monocular 3D gaze esti-
mation accuracy from two aspects. On the one hand, the 
gaze predictor is optimized based on discretization. Un-
like other methods that directly regress gaze from eye 
features or facial features, the proposed method converts 
gaze prediction into a joint process of gaze angle classi-
fication and regression by discretizing the gaze angle 
into K bins. In this way, the gaze angle is applied with a 
binned classification before regressing with the real gaze 
angle to improve gaze estimation accuracy. On the other 
hand, the attention mechanism is applied to the backbone 
to enhance its performance. The channel and spatial at-
tention module in the backbone enable the model to se-
lect a set of features most relevant to gaze, thus further 
improving gaze estimation accuracy. 

The feature extraction module of the proposed net-
work is illustrated in Fig.2. We use a ResNet-50[16] ar-
chitecture combined with the convolutional block atten-
tion module (CBAM)[17] to extract eye features. CBAM 
is a plug-and-play attention module that focuses on the 
channel and spatial axes. The channel sub-module util-
izes both max-pooling outputs and average-pooling out-
puts with a shared network. The spatial sub-module util-
izes two similar outputs pooled along the channel axis 
and feeds them to a convolution layer. We apply CBAM 
on the convolution outputs of each residual block. The 
input image W H C I D , where (W, H, C)=(60, 36, 3), 
is put into the feature extraction module. Considering the 
resolution of I is small, to avoid over-downsampling, we 
change the stride of some convolutional layers. As we 
know, ResNet-50 can be divided into two parts. The first 
part is the preprocessing of input, and it contains struc-
tures from Conv7×7 to MaxPool3×3. The second part is 
LayerX (X=1, 2, 3, 4), which includes (3, 4, 6, 3) residual 
blocks. In the original version of ResNet-50, Layer2, 
Layer3, and Layer4 perform downsampling directly by 
convolutional layers with a stride of 2. We change the 
stride of convolutional layers from 2 to 1 in Layer2 and 
Layer4, so Layer2 and Layer4 won’t change the resolu-
tion of the feature map. The last block outputs the feature 
map   8 5 2 048

blockf  I F . Then an adaptive average pool-

ing is applied to downsample the feature map 
to   1 1 2 048f  I F . 

 
Fig.2 Feature extraction module architecture 

 
The overall framework of the proposed DGaze-Net is 

illustrated in Fig.3. It consists of the feature extraction 
module and gaze angle predictors. The 3D gaze vector 
can be converted into a two-dimensional (2D) gaze angle 
vector in the spherical coordinate system. The 2D gaze 
angle vector is composed of two eye rotation angles: yaw 
gϕ and pitch gθ. Unlike the previous work that directly 
regress gϕ and gθ in one predictor, we use two predictors 
to predict gϕ and gθ separately. At first, we discretize the 
continuous gaze angle in datasets into bins for binned 
gaze classification. The angle values of [−99°, +99°] are 
discretized into 66 bins equally. Each bin Xi covers a 
range of angles from min

iX  to max
iX  and votes for the 

mean of all training samples in this angle range, xi. The 
eye image 60 36 3 I D  is first put into the feature ex-
traction module, which outputs   1 1 2 048f  I F . Then 
concatenate feature f (I) with head pose h , and send 
them into two gaze angle predictors separately. In each 
gaze angle predictor, the fusion feature is put into a ful-
ly-connected layer with 66 softmax-normalized neurons. 
We calculate the expectation ĝ ( ĝ ) over the soft-
max-normalized output probability pi of the 66 neurons 
as the final output of each predictor:  
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Fig.3 Overall framework of the discretization-gaze network 
 

We use two separate losses to optimize the DGaze-Net, 
one for each predictor. Each loss consists of a 
cross-entropy loss and a mean-squared error loss. The 
idea behind this is that we use the bin classification to 
predict the neighborhood of the gaze angle, then apply 
the fine-grained regression on the expectation of the 
binned outputs ĝ ( ĝ ). 

The cross-entropy loss Lc is defined as 

 c ˆ ˆ, logi i
i

L g g g g  .  (2) 

The mean-squared error loss mseL  is defined as 
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where g is the ground-truth value and ĝ  is the pre-
dicted value. We aim to make Lc and Lmse have equal 
contribution to gaze estimation. Simply combining the 
losses by a fixed weighted sum L=Lc+αLmse can’t adap-
tively adjust the weights of Lc and Lmse. It may cause one 
of the losses to dominate the network optimization and 
affect the performance of gaze estimation. KENDALL et 
al[18] propose a principled way to adaptively adjust the 
weight of each loss using homoscedastic uncertainty. 
Based on this, we define the final loss of each predictor 
as 
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where (α1, α2) and (β1, β2) are the learnable parameters. 
Large scale α1 will decrease the contribution 
of  c ˆ ,L g g  , whereas small scale α1 will increase its 
contribution. The scale is regulated by the last term 
logα1α2 to prevent setting αi too large. It's similarly for βi. 

We perform experiments on MPIIGaze[7], real-time 
eye gaze estimation in natural environments 
(RT-Gene)[19], and UT-Multiview[20] datasets. The pro-
posed method achieves encouraging gaze estimation ac-
curacy on these datasets. Ablation studies are conducted 
to demonstrate the effectiveness of the proposed struc-

ture. In addition, we change the input of some 
full-face-based methods to single-eye images to analyze 
the effect on gaze estimation when other facial regions 
can’t be obtained. 

MPIIGaze is one of the most commonly used datasets 
in gaze estimation, which contains 3 000 eye images for 
each of 15 subjects. In addition, it also provides full-face 
images. UT-Multiview comprises 24 320 (23 040 syn-
thesized training data and 1 280 normalized test data) eye 
images for each of the 50 subjects. RT-Gene contains 
122 531 images of 15 participants using wearable eye-
tracking glasses. This dataset provides eye images and 
full-face images and has higher variation in gaze angles. 
We follow a leave-one-subject-out evaluation for MPII-
Gaze dataset, a 3-fold validation for UT-Multiview data-
set and a 3-fold validation for RT-Gene dataset according 
to the evaluation protocol provided by the dataset. 

We implement the structure of our model using Py-
torch and train the model with the Adam optimizer on 
these datasets. We use the initial learning rate of 0.001 
and multiply it by 0.1 after every 5 000 iterations. For 
MPIIGaze, we train the model for 50 epochs. For 
UT-Multiview, there are 30 epochs applied. For RT-Gene, 
the model is trained for 40 epochs. 

There are several full-face-based methods and 
eye-based methods tested for comparison. Results of the 
following methods are obtained from our implementation 
or published papers. To analyze the effect on gaze esti-
mation without facial regions and to compare more fairly 
with our eye-based method, we modify some 
full-face-based methods to eye-based methods and con-
duct experiments. L2CS-Net[14] uses the full-face image 
as input to predict 3D gaze. We change the input of 
L2CS-Net to eye images and resize the eye images from 
(60×36) to (448×448) to match the input size. The modi-
fied network is called L2CS-Net*. Dilated-Net[10] is a 
multistream CNN that takes the full-face image and eye 
images as input to estimate gaze. We shrunk the Di-
lated-Net to one eye network (Dilated-Net*) to compare 
with our method. It’s similarly for RT-Gaze[19] and 
I2D-Net[13]. Minst[7], GazeNet[8], ARE-Net[9], MeNet[21], 
Capsule-Net[22]  and  MSGazeNet[23]  are  the  major 
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eye-based gaze estimation methods. 
The 2D gaze angle vector  ˆ ˆ,g g   predicted by the 

network is converted into a 3D vector 3ˆ g  in the 
Cartesian coordinate system. The angular error Langular 
between predicted gaze vector 3ˆ g  and ground truth 

3g  is employed to measure the accuracy of gaze 
estimation. For training and testing, we use the left eye 
of the subject as input.  
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

g g
g g
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Tab.1 shows the results of Langular within 
full-face-based methods on three datasets. We can see 
that switching the input from full-face images to eye im-
ages will cause a significant decline in gaze estimation 
accuracy, which also stress the importance of research on 
eye-based methods. As can be seen from Tab.1, the pro-
posed DGaze-Net achieves encouraging gaze estimation 
accuracy with limited input conditions. It can be noticed 
that our method shows less good accuracy than the initial 
implementations of L2CS-Net[14] and I2D-Net[13]. Con-
sidering the difference of input size (face image resolu-
tion (448×448) vs. eye image resolution (60×36)), the 
accuracy of our method is acceptable. 

Tab.1 Comparison with full-face-based methods (The 
performance of our method is shown in bold) 

Method MPIIGaze UT-Multiview RT-Gene 

Face-Net[11] 4.8° - 10.0° 

RT-Gaze[19] 
 

4.8° - 8.6° 

RT-Gaze* 
 

5.1° 5.5° 11.5° 

Dilated-Net[10] 4.8° - 8.5° 

Dilated-Net* 5.2° 5.8° 13.1° 

L2CS-Net[14] 3.9° - - 

L2CS-Net* 5.8° 6.7° 12.3° 

I2D-Net[13] 4.3° - 8.4° 

I2D-Net* 5.1° - - 

DGaze-Net 4.8° 5.4° 10.4° 

 
Tab.2 shows the results of gaze estimation within 

eye-based methods. MSGazeNet[23] is a study that de-
composes the structure of eye regions and combines 
them to estimate gaze using a multistream network. 
Therefore, the structure of MSGazeNet is quite complex, 
containing a U-net style network for anatomical eye re-
gion isolation and a multistream gaze estimation network. 
The proposed DGaze-Net shows similar gaze estimation 
accuracy to state-of-the-art methods with a relatively 
simple structure. 

We also present the gaze accuracy of our method and 
ARE-Net[9] for each subject on MPIIGaze in Fig.4. It can 
be observed from Fig.4 that the performance of our 
method is more stable for different subjects. 

Tab.2 Comparison with eye-based methods (The per-
formance of our method is shown in bold) 

Method MPIIGaze UT-Multiview RT-Gene 

Mnist[7] 6.3° 6.2° 14.9° 

GazeNet[8] 5.5° 5.9° 12.8° 

ARE-Net[9] 5.0° - - 

MeNet[21] 4.9° 5.6° - 

CapsuleNet[22] 5.7° - - 

MSGazeNet[23] 4.8° 5.3° - 

DGaze-Net 4.8° 5.4° 10.4° 

 

 

Fig.4 Comparison of gaze accuracy of each subject 
between our method and ARE-Net[9] on MPIIGaze 

To further analyze the performance of the atten-
tion-based feature extraction module and the discretiza-
tion-based gaze angle predictors, ablation studies are 
conducted on MPIIGaze. The results are presented in 
Tab.3. The attention modules are removed from the fea-
ture extraction module to build Var.1. We remove the 
gaze angle predictors and directly regress gϕ and gθ in 
one fully-connected layer to build Var.2. Both attention 
modules and discretization-based predictors are removed 
to build Var.3. Besides, we conduct more ablation studies 
on the loss function to analyze the contribution of the 
binned classification and regression on gaze estimation. 
Var.4 and Var.5 are built to optimize the DGaze-Net with 
only cross-entropy loss Lc and only mean-square error 
loss Lmse. Var.6 and Var.7 are built to optimize the 
DGaze-Net with a fixed weighted sum L=Lc+αLmse (α=1, 
2). Lastly, we present the result of DGaze-Net optimized 
by the proposed joint loss of Lc and Lmse with adaptive 
coefficients.  

Comparing Var.1 and Var.3 with DGaze-Net and Var.2, 
we can find that the methods using the attention-based 
feature extraction module as the backbone have better 
accuracy than those without attention modules. This 
proves the necessity of the attention mechanism that en-
ables the network to focus on features most relevant to 
gaze. DGaze-Net and Var.1 achieve better accuracy than 
Var.2 and Var.3. This proves the effectiveness of our dis-
cretization-based gaze predictor. Besides, it can be 
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noticed that DGaze-Net using the proposed joint loss 
with adaptive coefficients achieves better accuracy than 
Var.4, Var.5, Var.6, and Var.7. This proves the rationality 
of the proposed loss. In particular, DGaze-Net has the 
best performance when both the attention-based feature 
extraction module and the discretization-based gaze an-
gle predictors are used simultaneously. 

 
Tab.3 Ablation study on MPIIGaze 

Method Angular error 

Var.1 (ResNet-50 + Gaze angle predictors) 5.4° 

Var.2 (Feature extraction module + FC) 5.3° 

Var.3 (ResNet-50 + FC) 5.7° 

Var.4 (Optimized only by cL ) 5.7° 

Var.5 (Optimized only by mseL ) 5.4° 

Var.6 (Optimized by c mseL L ) 5.2° 

Var.7 (Optimized by c mse2L L  ) 5.1° 

DGaze-Net (Adaptive coefficients) 4.8° 

 
In this work, we present the DGaze-Net, a simple ar-

chitecture for monocular 3D gaze estimation. We exploit 
feature discretization and attention mechanisms to mod-
ify the gaze predictor and the backbone of DGaze-Net. 
The DGaze-Net reports competitive performance on 
eye-based gaze estimation on three gaze datasets. Abla-
tion studies demonstrate the validity of the proposed 
structure. 
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