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Vehicle LED detection and segmentation recognition 
based on deep learning for optical camera communica-
tion 
 

CHENG Qing, MA Haitao*, and SUN Xu 
Department of Communications Engineering, Jilin University, Changchun 130012, China1 2 
 
(Received 18 February 2022; Revised 28 April 2022) 
©Tianjin University of Technology 2022 
 
In the vehicle to vehicle (V2V) communication based on optical camera communication (OCC) system, how to 
achieve high reliability and low latency communication is still a problem. In this paper, we propose a lightweight 
light-emitting diode (LED) detection algorithm based on deep learning to detect the vehicle LED position at different 
communication distances, which can improve LED detection accuracy and inference speed. In addition, we design an 
LED segmentation recognition algorithm to reduce the bit error rate (BER) of the vehicle OCC system. The experi-
mental results demonstrate the effectiveness of the proposed algorithms in real traffic scenes.  
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In the intelligent transportation system (ITS), vehicle to 
vehicle (V2V) communication exchanges driving infor-
mation between vehicles, which can reduce traffic acci-
dents and improve road safety[1]. The current V2V com-
munication generally uses radio frequency (RF) commu-
nication technology. Although this technology tends to 
mature, it is still faced with the shortage of spectrum 
resources and the sensitivity of electromagnetic radia-
tion[2].  

Optical camera communication (OCC) has the advan-
tages of rich spectrum, no radio frequency interference 
and high confidentiality, which can effectively supple-
ment the defects of radio frequency (RF) communica-
tion[3,4]. The OCC is a potential communication technol-
ogy in the V2V scenes[5]. The vehicle OCC system uses 
the light-emitting diode (LED) as transmitter and the 
camera as receiver, which can utilize the light intensity, 
the LED color and spatial domain information[6].   

Although the vehicle OCC system has numerous ben-
efits, it is easily affected by environment factors, such as 
street lights and LED billboards[7]. The captured image 
often contains many interference signals, which makes 
the vehicle LED detection more difficult. At present, the 
main solutions include two aspects. On the one hand, the 
LED detection method based on traditional image proc-
essing is generally simple, but its robustness is poor, 
which affects the reliability of the vehicle OCC system in 
complex traffic scenes[8]. On the other hand, the LED 
detection method based on deep learning has strong 
learning ability and generalization ability, but its compu-
tational complexity is usually high, which increases the 

latency of the vehicle OCC system[9].  
In 2019, LIU et al[10] improved the particle filter and 

Cam-Shift algorithm to fast determine the vehicle LED 
position in the captured image, but the error was still 
high in real traffic scenes. In 2020, PHAM et al[11] em-
ployed the you only look once version2 (YOLOv2) to 
detect the vehicle LED, which achieved the detection 
accuracy of 60% and the inference speed of around 
40 fps on GPU NVIDIA GTX 1080Ti. In 2021, SUN et 
al[12] proposed a D2Net algorithm based on deep learning 
to detect the LED array and remove the vehicle motion 
blur in real traffic scenes. The algorithm had a detection 
accuracy of 99.81%, and its inference speed was only 
39 fps.  

In this paper, we propose an LED detection algorithm 
to detect the vehicle LED position at different commu-
nication distances. This algorithm adopts a lightweight 
backbone network, an efficient detection neck and a 
multi-scale detection head to improve LED detection 
accuracy and inference speed. We optimize the LED 
segmentation recognition algorithm[12] to identify the 
vehicle LED states. The algorithm can dynamically ex-
pand the predicted box obtained by the LED detection 
algorithm, which is more flexible for real traffic scenes, 
and can reduce the vehicle OCC system bit error rate 
(BER). 

Fig.1 is the function diagram of the vehicle OCC sys-
tem. In the transmitter, the on-off keying (OOK) modu-
lation is applied to the data signals. The LED driver con-
trols the light and dark flickering of the vehicle LED to 
send these data signals. In the receiver, the camera is 
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employed to capture images with the vehicle LED. We 
use the proposed LED detection algorithm and the opti-
mized LED segmentation recognition algorithm to obtain 
the state of each LED. 
 

 

Fig.1 Function diagram of the vehicle OCC system 
 
The input image is sampled to a fixed size of 

320×320×3 by using bilinear interpolation. The proposed 
LED detection algorithm detects the vehicle LED posi-
tion in the input image. The structure of this algorithm is 
shown in Fig.2. It mainly consists of backbone network, 
LED detection neck, and multi-scale LED detection 
head.  

 

 

Fig.2 Structure of the proposed LED detection algo-
rithm 

 
The lightweight GhostNet[13] is employed as backbone 

network to extract the basic features of the input image. 
It outputs four feature maps B0: 80×80×24, B1: 
40×40×40, B2: 20×20×112 and B3: 10×10×160. The 
core of the network is the Ghost module whose structure 
is shown in Fig.3. Firstly, the feature maps generated by 
convolution are linearly transformed. Then, these trans-
formed feature maps are concatenated with the feature 
maps obtained by the identity map. The Ghost module 
can effectively reduce feature redundancy and enhance 
computational efficiency. 

The shallow feature maps of the backbone network 
usually contain local information, such as texture, con-
tour and shape. The deep feature maps usually contain 
global semantic information. We use the path aggrega-
tion network (PANet)[14] as the LED detection neck to 

fuse these feature maps. Fig.4 is the PANet structure. 
Firstly, the B0, B1, B2 and B3 are fused from the bottom 
to the top by convolution, upsampling and concatenating 
operations. Then, the feature maps N0: 80×80×24, N1: 
40×40×40, N2: 20×20×112 and N3: 10×10×160 are ob-
tained by top-down fusion of the feature maps P0, P1, P2 
and P3. 

 

 

Fig.3 Structure of the Ghost module 

 

 

Fig.4 PANet structure  
 
We utilize multiple feature maps of different scales to 

detect the vehicle LED at various communication dis-
tances. The multi-scale LED detection head is similar to 
the YOLOv4-tiny[15] detection head. Unlike it, an output 
feature map Out0: 80×80×18 is added to accurately de-
tect extra-small vehicle LED. The other feature maps are 
Out1: 40×40×18 for the small vehicle LED prediction, 
Out2: 20×20×18 for the medium vehicle LED prediction, 
and Out3: 10×10×18 for the large vehicle LED predic-
tion. Specifically, the N0, N1, N2 and N3 are converted 
to many candidate anchor boxes based on grids, which 
are distributed on four feature planes. These anchor 
boxes contain the center point coordinates, width and 
height, confidence score and category of the predicted 
box.  

The loss function L of the proposed LED detection 
algorithm is expressed as 

class conf local ,L L L L                        (1) 
where Lclass represents the classification loss that adopts 
cross entropy loss function, which is used to quantify the 
error between the predicted class and the ground truth 
class, Lconf represents the confidence loss that utilizes 
cross entropy loss function, which is used to quantify 
whether there is the vehicle LED in the anchor boxes, 
and Llocal represents the regression loss that employs the 
distance intersection over union (DIoU) loss function[16], 
which is used to quantify the position error between the 
predicted box and the ground truth box. 

As the communication distance increases, the devia-
tion between the predicted box and the ground truth box 
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increases, which seriously affects the vehicle LED detec-
tion accuracy. The LED segmentation recognition algo-
rithm[12] expands the predicted box by 1.2 times to con-
tain the vehicle LED, but its poor flexibility introduces 
noise. Therefore, we optimize the algorithm by dynami-
cally expanding the predicted box, and the formulas are 
shown as 

min min max min( ),u x x x                      (2) 

max max max min( )u x x x   ,                   (3) 

min min max min( )v y y y   ,                   (4) 

max max max min( )v y y y   ,                  (5) 
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where xmin, xmax, ymin and ymax are the minimum and 
maximum values of the abscissa x and ordinate y of the 
predicted box, respectively, umin, umax, vmin and vmax are 
the minimum and maximum values of the abscissa x and 
ordinate y of the expanded box, respectively, w is the 
image width, h is the image height, Sk is the average area 
of the ground truth box on the unit plane at 1 m 
(Sk=0.015), and β is the expansion factor that can be ad-
justed automatically. 

The process of dynamically expanding the predicted 
box is shown in Fig.5.  

 

 

Fig.5 Process of the predicted box expansion 
 
After that, the features from accelerated segment test 

(FAST) corner detection algorithm on the expanded box 
is used to detect four bright corners. The pixel coordi-
nates of four corners can be obtained. We use these pixel 
coordinates and the nearest neighbor coordinates to cal-
culate the perspective transformation matrix. The vehicle 
LED position can be rectified through perspective trans-
formation. The rectified vehicle LED is divided into 16 
blocks equally that are fed to the convolutional neural 
network (CNN) recognition model in the form of batch. 
The diagram of LED state recognition is shown in Fig.6. 

 

 

Fig.6 Diagram of LED state recognition 

Our dataset is collected from 1 m to 8 m in real traffic 

scenes, which is composed of total 5 000 images. We use 
3 500 images for the LED detection algorithm training, 
and 1 500 images for testing and the vehicle OCC system 
testing. The data augmentation methods are used during 
training stage, such as flipping, cutting and translation. 
Training parameters of the LED detection algorithm are 
shown in Tab.1. 

Tab.1 Training parameters of the LED detection algo-
rithm 

Training parameters Value 

Input image size 320×320×3 

Bach size 32 

Epoch 50 

Optimizer Adam 

Learning rate descent method Cosine annealing scheduler 

Initial learning rate 0.001 

Decay rate 0.96 

 
In the experiments, we use a 32×32 vehicle LED 

where four LEDs as a group to send the same signals. 
The experiment uses the Ubuntu 18.04 operating system, 
the Python 3.7 programming language, the VScode code 
editor, and the Torch 1.10 deep learning framework. The 
equipment in this paper is central processing unit (CPU) 
Xeon(R) E5-2609, graphics processing unit (GPU) Tesla 
P100. The experimental parameters are shown in Tab.2.  

Tab.2 Experimental parameters 

Experimental parameter Value 

LED array size 15 cm 

LED illuminance 350 lux (at 10 cm) 

ISO 50—1 600 

Camera frame rate 30 fps 

Camera resolution 1 280 pixel×720 pixel 

Lens focal length 27 mm 

 
Tab.3 shows the performance of different LED detec-

tion algorithms. The YOLOv5x has the highest detection 
accuracy. The YOLOv4-tiny has the smallest model size 
and the shortest inference time. The proposed LED de-
tection algorithm can greatly balance detection accuracy 
and inference speed. Its average precision (AP) value is 
only 0.15% lower than the YOLOv5x and much higher 
than the YOLOv4-tiny. Our algorithm takes up less 
memory than the D2Net, and it is able to reach 83 fps on 
the GPU.  

The proposed LED detection algorithm can fast and 
accurately detect the vehicle LED, which is suitable for 
deployment on the mobile devices. Fig.7(a) and Fig.7(b)
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are the vehicle LED detection results in the daytime and 
nighttime, respectively. 

Tab.3 Performance of different LED detection algo-
rithms 

Algorithm Model size (MB) AP (%) 
Inference 

speed 
(fps) 

YOLOv4[17] 245 99.67 42 
YOLOv4-tiny 23 86.27 217 

YOLOv5s 27 89.38 112 
YOLOv5m 84 96.09 79 
YOLOv5l 192 99.40 55 
YOLOv5x 367 99.75 35 

D2Net 206 99.34 39 
Ours 25 99.60 83 

 

 

(a) In the daytime 
 

 

(b) In the nighttime 

Fig.7 Vehicle LED detection results 

The system testing results are shown in Tab.4. Obvi-
ously, the optimized LED segmentation recognition al-
gorithm is able to achieve a lower BER than the original 
algorithm. Our method has a high inference speed of 
69 fps to ensure real-time communication. 

We measure the relationship between the BER and 
communication distance in Fig.8. As we see, the de-
signed method can achieve error-free transmission within 
3 m, and meet the forward error correction (FEC) of 
3.8×10-3 requirements within 4 m. When the distance 
exceeds 4 m, the system performance begins to decrease. 
The reason is that the longer the distance, the fewer pix-
els the vehicle LED occupies, which is difficult for the 
vehicle LED detection. 

Tab.4 System testing results 

Methods  BER 
Inference 

speed (fps) 
D2Net +original  

segmentation recognition 
0.276 36 

YOLOv4-tiny+original  
segmentation recognition 

0.323 148 

YOLOv5x+original  
segmentation recognition 

0.216 33 

Proposed LED detection +  
original segmentation recognition  

0.218 69 

Ours 0.196 69 
 

 

Fig.8 Relationship between the BER and communica-
tion distance 

In this paper, we propose an LED detection algorithm 
based on deep leaning for the vehicle OCC system, 
which can improve LED detection accuracy and reduce 
inference time. Moreover, we optimize the LED seg-
mentation recognition algorithm to enhance the reliabil-
ity of the vehicle OCC system. The experiment is con-
ducted in real traffic scenes, and the results show the 
vehicle LED detection accuracy of 99.60% and the in-
ference speed of 83 fps. The vehicle OCC system can 
achieve error-free transmission within 3 m, and reach an 
inference speed of 69 fps. 
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