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Group Lasso based redundancy-controlled feature se-
lection for fuzzy neural network* 
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If there are a lot of inputs, the readability of the “If-then” fuzzy rule is reduced, and the complexity of the fuzzy neural 
network structure will be increased. Hence, to optimize the structure of the fuzzy rule based neural network, a group 
Lasso based redundancy-controlled feature selection (input pruning) method is proposed. For realizing feature selec-
tion, the linear/nonlinear redundancy between features is considered, and the Pearson's correlation coefficient is em-
ployed to construct the additive redundancy-controlled regularizer in the error function. In addition, considering the 
past gradient information, a novel parameter optimization method is presented. Finally, we demonstrate the effective-
ness of our method on two benchmark classification datasets. 
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To understand the world better and make decisions, hu-
man beings always eager to collect more and more data 
at any time, especially in the digital/big-data era. It is 
inevitable that the data is increasing drastically both 
row-wise and column-wise, which directly leads to the 
curse of dimensionality. In different areas such as 
healthcare, bioinformatics, transportation, social media 
and online education, the so-called scenario curse of di-
mensionality always exists[1]. 

One method to solve the curse of dimensionality is 
feature selection. Feature selection is a process of select-
ing a feature subset from the original feature set based on 
feature importance and feature correlation. Features can 
be classified by different methods, and redundant fea-
tures are considered as useful features, but they are with 
linear/nonlinear relation between each other[2]. 

Feature selection method mainly includes filter meth-
ods, wrapper methods, and integrated/embedded methods. 
The filter methods ignore the performance feedback of 
the modeling algorithms which will use the selected fea-
tures. The wrapper methods evaluate the importance of 
the selected features using the modeling algorithms that 
will finally employ the selected features. It is obvious 
that the wrapper methods may yield better application 
effect, for different modeling algorithms are not likely to 
correspond to one best set of selected features. But when 
faced with high dimensional problem, it will be 
time-consuming to assess all possible subsets of features. 
The integrated/embedded feature selection methods inte-
grate the feature selection process and the training proc-
ess into one single unified optimization procedure. In 

addition, they are time-saving, for the modeling algo-
rithms do not need to evaluate all the possible subsets. 

As one technique of computational intelligence, fuzzy 
systems can be divided into type-1 and type-2 systems, 
and type-1/type-2 fuzzy systems include Mam-
dani-Assilian (MA) and Takagi-Sugeno (TS) models[3]. 
Fuzzy rule based models are widely used to realize feature 
selection. POMARES et al[4] proposed a type-1 fuzzy 
model based method that can select the input variables and 
determine the number of membership functions. Com-
bined with fuzzy model, a feature-weighted detector net-
work is presented[5], and this strategy evaluates the impor-
tance of features using the values of connection weights. 
Exponential function based feature selection method is 
introduced[6], which is applied to type-1 fuzzy models. 
Inspired by the exponential function, recurrent feature se-
lection fuzzy neural network is designed to realize intelli-
gent back stepping control[7]. Using soft version minimum 
T-norm, the type-1 fuzzy neural network is firstly used to 
realize feature selection for high dimensional classification 
problems[8]. Compared with type-1 fuzzy models, type-2 
fuzzy models are beneficial to deal with uncertainty. In-
terval type-2 fuzzy neural network is used to realize fea-
ture selection for noised data[9]. For the interval type-2 
fuzzy system, a different exponential function is used to 
adjust the membership function to realize feature selec-
tion[10]. The above mentioned feature selection methods 
usually introduce additional parameters for the original 
fuzzy system, which increases the model's complexity. To 
overcome this problem, in our previous study we use the 
internal parameter to realize feature selection[11].
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Among the selected features, it is apparent that differ-
ent features may depend on each other. But there is lim-
ited research about feature dependence in the feature 
selection process for fuzzy models. A fuzzy rule-based 
framework is firstly used to design the method to control 
the feature redundancy[12]. A fast correlation-based filter 
is introduced to consider the feature relevance and re-
dundancy using entropy[13]. The minimum redun-
dancy-maximum relevance method uses a filter based 
technique to realize feature selection, where the feature 
has the maximum relevance and minimum redundancy[14]. 
Be similar to the minimum redundancy-maximum rele-
vance strategy, other mutual information based redun-
dancy-controlled feature selection methods are pre-
sented[15,16]. To address the problem of redun-
dancy-controlled feature selection, some methods using 
trace-based class separability[17], support vector machine 
(SVM)[18], fuzzy entropy[19] and Pearson correlation co-
efficient[20,21] are introduced. 

To design the feature selection method for the fuzzy 
neural network (FS-FNN), in our previous work[11], we 
propose an internal parameter based gate function, which 
does not introduce the additional parameter as the expo-
nential function based method[6]. Using the gate-function 
curve[11], we analyze the feasibility of feature selection 
strategy. In addition, the reason for designing group 
Lasso based regularizer is presented, i.e., one feature 
corresponds to different numbers of gate functions, and 
compressing one gate width value cannot guarantee the 
realization of feature selection, for other nonzero widths 
of the bad feature influence the value of firing strength, 
which contradicts with the core feature selection idea. 
Actually, in the selected feature sets using group Lasso, 
there may exist redundant features among the good fea-
tures. Redundant features certainly hinder the structure 
simplification of FNN, but proper redundant features can 
improve the robustness of the network, so it is necessary 
to control the level of redundant features. Hence, using 
the Pearson's correlation coefficient, the group Lasso 
based redundancy-controlled feature selection method 
for fuzzy neural network (RCFS-FNN) is proposed in 
this paper, and the goal of our feature selection strategy 
is selecting the essential features with a number of re-
dundant features. In addition, using the past gradient 
information, we design a new learning algorithm to real-
ize parameter updating.  

For the q-classes problem, supposing the original 
dataset is 1{ , }J t

j j js
   x , where j

x denotes the 
attribute vector of the jth sample, sj is the corresponding 
class label and J corresponds to the total number of all 
the samples. In general, j

x and sj are firstly transformed 
using some normalization method and label quantifica-
tion method. In this paper, we separately employ the 
maximum-minimum value method and one-hot coding 
method to get the preprocessed data-
set { , } t q

j j   x o , where T
1 2( , ,..., ) t

tx x x x , 

T
1 2( , ,..., ) q

qo o o o , ,min ,max ,min( ) / ( ) [0,1]p p p p px x x x x       , 
and os=1, ol≠s=0. To get the following If-then rule, we use 
fuzzy c-means (FCM) clustering algorithm to cluster all 
the randomly selected training augmented vec-
tors T T T( , )j jx o , where j=1, 2,…, JTr, and the detailed 
procedure is presented in our previous work[11]. The core 
idea of clustering algorithm based rule initialization 
method is that one clustering center is translated into one 
fuzzy rule.  

1 1 2 2: If is and is ... and is , then is .
si i i t it s isR x A x A x A y u (1) 

Fig.1 presents the FNN based multiple inputs and 
multiple outputs classifier which is a four-layers model, 
and the ith rule denoted using layer nodes in Fig.1 real-
izes one local mapping relation between x and o. The 
introduction of each layer is introduced as below. 

 

Fig.1 Structure of the FNN based classifier 
 
Input layer: For the input linguistic attribute vector 

T
1 2( , ,..., ) t

tx x x x , there are t nodes, and the pth 
node maps the linguistic variable xp (usually called as 
input feature) directly. 

Fuzzy set layer: Fuzzy set 
{( , ( )) }

ipip p A p pA x x x U   is used as the linguistic 

value to describe the linguistic variable xp. For the clus-
tering algorithm based rule initialization method, the 
fuzzy sets' numbers of different linguistic variables are 
identical, which are same as the number of clustering 
centers n, i.e., for xp, there are n fuzzy sets. For each 
fuzzy set Aip, the value of ( )

ipA px reflects the degree of 

xp belonging to the fuzzy sets Aip. ( ) [0,1]
ipA px   is 

called membership function and modeled by the follow-
ing expression:  

2 2( , , ) exp( ( ) ).
ipA p ip ip p ip ipx a b x a b               (2) 

Actually, Eq.(2) is a variation of Gaussian membership 
function, where bip=1/σip is the adaptive parameter to 
realize feature selection, and aip denotes the Gaussian 
center. 

Antecedent layer: Each node in the antecedent layer 
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realizes intersection operation for all the antecedent parts 
of one rule using Eq.(3) or Eq.(4)  

1 2
min{ , ,..., },

i i iti A A Ah                         (3) 

1

.
ip

t

i A
p

h 


                                (4)                      

Both T-norm expressions can be used to design the 
feature selection method, for the membership value 1 of 
bad features does not influence the firing strength value 
hi, i.e., min{μip, 1}=μip and μip·1=μip. In this paper, we 
use the gradient based technique to realize feature selec-
tion, which requires the differentiability of expressions. 
Eq.(3) is not differential, so Eq.(4) is borrowed to com-
pute the value of hi. 

Output layer: To solve the real problems, the fuzzy 
firing strength value hi should be defuzzified. The tradi-
tional defuzzification methods are maximum method  
and gravity method as follows respectively. 

1 2max{ , , , },s ny h h h                         (5) 

1 1

( ) .
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The maximum method also faces the problem of 
non-differentiability, so we employ the gravity method 
and simplify it as below:  

1

.
n

s i is
i

y hv


                            (7) 

For feature selection, we employ our previous strategy 
as below[11],  

2
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where w denotes the argument of loss function consisting 
of antecedent and consequent parameters in fuzzy rule 
base, i.e., w=(a1, a2,…, at, b1, b2,…, bt, v1, v2,…,vq), 
ap=(a1p, a2p,…,anp), bp=(b1p, b2p,…,bnp), vs=(v1s, v2s,…,vns). 
Neural network based learning algorithm realizes the rule 
parameter optimization. The regularization term coeffi-
cient λ balances the classification performance and the 
feature selection performance in the learning procedure. 

For evaluating the redundancy of different features, 
the Pearson's relevance coefficient is used to calculate 
the redundancy, and the relationship between the features 
and class labels can also be calculated using  
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 2 2
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Based on the feature selection strategy, the values 
of p sb (p=1, 2, …, t) for good features are big. To con-
trol the redundancy, we should simultaneously control 
the values of l sb (l=1, 2, …, t, l≠p) corresponding to 
the redundant features in the feature selection procedure. 
Hence, for pb , another additive regularization term 

containing 
1,

( ) / ( 1)
t

p ll l p
t

 
b b is designed as be-

low to control the redundancy using the penalty coeffi-
cient β. In the meanwhile, the Pearson's relevance coeffi-
cient based multiplied parameter ρ2(xp, xl) is included in 
the additive regularizer. Considering all the features, to 
realize feature selection, we employ our previous strat-
egy as below[22], 
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Considering the influence of past information on the 
current state, we propose a gradient memory based 
learning algorithm as below, 
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where w0 is determined by the clustering algorithm, η is 
the learning rate, * ( )kEw w denotes the gradient, and γ is 
used to realize the gradient memory. Differing from the 
method in Ref.[22], we update bp and vs simultaneously. 

To evaluate the performance of the proposed redun-
dancy-controlled feature selection method, the classifica-
tion accuracy as below is used as the evaluation criterion. 

1

/ 100%,
J

j
j

Accuracy = L J


                  (12) 

where Lj=1 if the jth sample is classified into the correct 
class, otherwise Lj=0. 

Two benchmark classification problems, Iris and Wis-
consin Breast Cancer (WBC), are borrowed to test the 
effectiveness of the proposed feature selection strategy. 
Tab.1 summarizes the detail of the two datasets, includ-
ing the number of input features, number of samples and 
classes. The two datasets can be downloaded from the 
University of California at Irvine (UCI)[23]. For each 
dataset, 50 trials are conducted. In each trial, 60% sam-
ples are randomly selected as the training samples, and 
the rest for the test. All the simulations are carried out in 
MATLAB R2018b Intel(R) Core(TM) i7-9700 CPU. 

Tab.1 Summary of the datasets used 

Datasets 
Number of input 

features 
Number of sam-

ples 
Classes 

Iris 4 150 (50+50+50) 3 
WBC 9 683 (444+239) 2 
 
In this part, the simulation results of Iris are re-

ported. Using Eq.(9), the correlation matrix for Iris is 
presented in Tab.2. Observing this table, we find that 
feature 3 and feature 4 are with high correlation with 
the classes, and the Pearson's relevance coefficient 
ρ (x3, x4) is 0.97, which means that features 3 and 4 are 
important and correlated features. 

To test the validation of RCFS-FNN, when η=0.005 
and λ=1.5, the simulation results of FS-FNN and 
RCFS-FNN are reported in Tab.3. It is easy to see that 
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the redundancy-controlled feature selection method 
avoids selecting the high correlated features in each trial, 
for s3,4=0, which means that with a proper penalty coeffi-
cient β, our proposed feature selection method can con-
trol the number of redundant features. In addition, using 
a different λ, another 50 trials are conducted, and the 
similar feature selection results are obtained, i.e., the 
RCFS-FNN can control the redundancy in the process of 
feature selection. 

Tab.2 Correlation matrix for Iris dataset, where FLCor 
denotes the correlation between features and class 
labels 

F    1    2    3    4  FLCor 

1 1.00 −0.11 0.88 0.82 0.79 

2 −0.11 1.00 −0.42 −0.36 −0.42 

3 0.88 −0.42 1.00 0.97 0.96 

4 0.82 −0.36 0.97 1.00 0.96 

 

Tab.3 Comparison of feature selection results be-
tween FS-FNN and RCFS-FNN for the Iris dataset 

Methods FS-FNN RCFS-FNN FS-FNN RCFS-FNN 
η 
λ 
β 

0.005 
1.5 
0 

0.005 
1.5 
80 

0.005 
2 
0 

0.005 
2 

80 

s3 
s4 
s3,4 

sothers 

4 
25 
21 
0 

13 
37 
0 
0 

7 
27 
16 
0 

15 
35 
0 
0 

F1 
F2 
F3 
F4 

AveSel 

0 
0 
25 
46 

1.42 

0 
0 
13 
37 
1 

0 
0 
23 
43 

1.32 

0 
0 

15 
35 
1 

AveTrAcc 
AveTeAcc 

94.69 
94.47 

95.53 
95.90 

96.02 
94.63 

96.24 
94.87 

In Tab.4, the results about the effect of redun-
dancy-controlled factor β on the correlation of different 
features are recorded. From this table, we find that the 
average maximum correlation of selected features is de-
creased with the increasing of β. The curves for Iris plot-
ted in Fig.2 illustrate that RCFS-FNN makes the norms 
of bad feature and redundant features tend to zero in the 
optimization process. 

 
Tab.4 Simulation results of different β for Iris 

Datasets 
(η, λ) β Ave 

SelFea 
Ave 

MaxCor 
Ave 

TrAcc 
Ave 

TeAcc 
n 

0 2.78 0.92 0.97 0.96 
50 1.74 0.63 0.97 0.96 

Iris 
(0.005,1.2) 

200 1.10 0.04 0.96 0.96 

 
3 

 

Fig.2 Norm variation of each feature for Iris (η=0.005, 
λ=1.2, β=200, n=3) 

 
For WBC, in Tab.5, the numbers of selected features 

with different β are summarized. The number of feature 
5 and feature 9 is 0, respectively, which leads us to con-
clude that the two features are not important. In addition, 
using Tab.5, we find that the high correlated features, 
feature 2 and feature 3, are not selected simultaneously 
when β=1 000, which proves the effectiveness of 
RCFS-FNN. 

 
Tab.5 Effects of β on the number of selected features 
for WBC when η=0.008 and λ=0.55  

β F1 F2 F3 F4 F5 F6 F7 F8 F9 
0 26 40 15 1 0 50 4 2 0 

500 8 6 6 0 0 49 0 1 0 
1 000 0 0 2 0 0 44 0 1 0 

Tab.6 shows the average performance of the proposed 
model for WBC dataset. Observing it, we see that with 
the increasing of redundancy-controlled factor β, the 
number of redundant features will be reduced, and the 
average maximum correlation is minimized. From Fig.3, 
it is easy to see that RCFS-FNN selects feature 6 in the 
feature selection procedure, for the norm of F6 converges 
to a nonzero value. 

Tab.6 Average performance of RCFS-FNN for WBC 
dataset 

Datasets 
(η, λ) β Ave 

SelFea 
Ave 

MaxCor 
Ave 

TrAcc 
Ave 

TeAcc n 

0 4.54 0.82 96.4 95.5 
150 2.24 0.64 95.8 95.1 

WBC 
(0.008,0.05) 

800 1.22 0.12 91.6 91.6 

 
3 

 
Comparisons with RCFS, mFSMLP-CoR, SGLC[21] 

and our proposed method on Iris and WBC are given in 
Tab.7. From this table, it is easy to see that the average 
maximum correlation of RCFS-FNN is lower than other 
models, which indicates that the proposed model can 
effectively control the redundancy in the selected feature 
subset. In addition, the classification performance of 
RCFS-FNN is better than its competitors.
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Fig.3 Norm variation of each feature for WBC (η=0.008, 
λ=0.05, β=800, n=3) 
 

Tab.7 Comparison with other models 

AccTe MaxCor AveMaxCor 
Models 

Iris WBC Iris WBC Iris WBC 
RCFS 95.4 94.6 0.96 0.90 * * 

mFSMLP-CoR 94.8 95.3 0.42 0.69 * * 
SGLC 96.0 96.0 0.96 0.69 0.42 0.64 

RCFS-FNN 96.4 96.2 0.96 0.76 0.41 0.60 
 

To control the redundancy of the selected subsets in 
feature selection process, the Pearson's correlation coef-
ficient based feature selection strategy is proposed. In 
addition, using a gradient memory based learning algo-
rithm, the parameters of antecedent and consequent part 
are updated. Experiments demonstrate the validation of 
the redundancy-controlled feature selection model. It is a 
pity that the effectiveness of our method for high dimen-
sional problems with thousands of inputs has not been 
studied, which pushes us to study it in the future work. 
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